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CHAPTER 1

Introduction

In the year 2013 worldwide energy consumption of data centers reached
350 billion kWh of energy, or 1.73% of the global electricity consumption
(Blatch, 2014; Enerdata, 2016). Data centers are facilities that contain large
amounts of computers and play an important role in current day digital
affairs. For example, all cloud-based services, such as e-commerce, social
networks, entertainment, and financial services, find their basis operation
at data centers. Not only these consumer-based products but also an ever-
growing share of industrial and organizational processes, such as smart in-
dustry or the digital governmental environment, take place in large compu-
tational clusters.

Data centers became common-place in the last two decades together
with the rise of the internet because they allow operators to fully utilize the
economy of scale when operating and maintaining these computational be-
asts. At first the focus was mainly on performance, however as technology
and demand continued to advance, data centers quickly grew larger and lar-
ger. As such the importance of carefully designing data centers became in-
creasingly apparent.

TheBerkeleyNational Laboratory did a study in 2016 on the energy con-
sumption of United States data centers, (Shebabi et al., 2016). In Figure 1.1
the energy consumption of US data center is shown. The current trends in
the Figure show the historical energy consumption until 2014, while from
2015 to 2020 a projection, based on the trends at that time, is shown. The
Figure also shows a scenario of what would have happened if the energy
saving efforts were halted in 2010. It is projected that by 2014 the energy
consumption would be 60% higher than the historical power consumption,
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Figure .: Energy consumption of United States data centers (Shebabi et al.,
2016). Until 2014 the data is historical, from 2015-2020 is a projection based
on trends up to 2014. The figure shows the estimated energy consumption if

data center energy efficiency improvements would have stopped in 2010.

and by 2020 the energy consumption would be 170% higher than the esti-
mated energy consumption following the 2014 trends. In total the energy
savings will have amounted to 620 billion kWh. This shows the tremendous
possibilities of energy-efficiency improvements.

From Figure 1.1 we see that the annual energy consumption of US data
centers has been relatively the same from 2006-2014. According to (Shebabi
et al., 2016) this stabilization is attributed to three main energy-efficiency
improvements: (1) advanced cooling strategies, (2) power proportionality,
and (3) server consolidation.

Advanced cooling strategies focus on techniques that improve the cool-
ing efficiency in the data center, e.g. cold-hot aisle configuration, econo-
mizers, and liquid cooling. Power proportionality attempts to scale power
consumption directly to utilization, i.e. a server running at 10% of its capa-
city uses 10% of its maximum power consumption. Power proportionality
can be achieved by upgrading hardware and implementing better powerma-
nagement software. Lastly, server consolidation aims at running the same
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load on as little servers as possible, such that data centers need less equip-
ment and servers run at higher average utilization levels.

While the energy problem is a strong motivator for data center owners
to save on their total cost of ownership by saving on their energy bill, data
centers also provide an interesting topic from a scientific perspective. Data
centers are an excellent example of cyber-physical systems (CPS). A CPS is
a system in which there is a close connection between the physical world
and the digital world. The physical world is measured by sensors, while the
digital part will control the physical world with actuators. The data center
is a system where the physical world, e.g. thermodynamics and power con-
sumption, and the digital world, e.g. load balancing and network infrastruc-
ture, mix in an interesting way. Already many results have been developed
in the last decade as computer scientists and control engineers havemade ef-
forts to devising methods to reduce the energy consumption of data centers
(Hameed et al., 2014).

1.1 Advanced cooling strategies

Although much progress has been made, there are still several challenges in
ensuring efficient operation of the cooling equipment. Due to bad design
or unawareness for the thermal properties of the data center, local thermal
hotspots can arise. This causes the cooling equipment to overreact to ensure
that the temperature of the equipment stays below the safe thermal thres-
hold. These peaks cause the cooling equipment to consume more energy
then would be necessary if these hotspots were avoided. Therefore having a
good understanding of the thermodynamics involved is vital to increasing
the cooling efficiency of the data center.

To tackle these challenges researchers and engineers have studied both
software and hardware solutions to this problem. Examples of hardware so-
lutions are isolating cold or hot areas in the data center, or building data
centers in cold regions on the planet where cold outside air can be utili-
zed. Software solutions on the other hand focus on strategies which use the
knowledge of the thermal properties of the data center to make more intel-
ligent choices how to schedule incoming jobs. Although the two types of
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solutions are equally important to study, software solutions allow data cen-
ter operators to implement improvements very fast for very little costs, i.e.
implementing new software is less costly than rebuilding a full data center.

Software solutions can be designed via heuristicmethods or along a con-
trol theoretical direction. Heuristics have already shown to yield good re-
sults. In the work of (Moore et al., 2005) and (Tang, Gupta, and Varsamo-
poulos, 2008), energy consumption reductions of up to 30% are achieved
after implementing smart thermal-aware job schedulers. However, heuris-
tics might not be optimal, or might not be able to respond dynamically to
the changing operating conditions. As such, researchers have also turned to
control theory to understand data centers from a more fundamental point
of view.

For example, (Vasic, Scherer, and Schott, 2010) have proposed a control
algorithm that tries to maintain the temperature of the equipment around
a target value. In (Yin and Sinopoli, 2014) it is proposed to implement a
two-step algorithm that first minimizes the energy consumption by estima-
ting the required amount of servers to handle the expected workload. In
the second step the algorithm maximizes the response time given a number
of servers at its disposal. In an attempt to address scalability, a distributed
approach has been studied in (Doyle et al., 2013). Another distributed con-
trol approach in a hybrid systems setting is proposed in (Albea, Seuret, and
Zaccarian, 2014). The hybrid controller tries to evenly divide the total load
among the agents in the network in a distributed fashion.

1.2 Contributions

The contribution of this thesis to the state-of-the-art is the development of a
theoretical framework that can be used to study and understand the thermo-
dynamic behavior of the heat flows in a data center. Much of the prior work
done in this field focuses on heuristic approaches that use metrics that try
to approximate optimality. We contribute by providing a study that charac-
terizes energy optimality exactly. This provides data center operators with a
great opportunity of understanding what the optimal operating point looks
like in their data center context. The model presented in this thesis is data
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center independent, although the model is mostly usable by data centers
that handle workload streams, such as HTTP requests or Google searches.
High performance clusters usually run non-stop at full capacity, which re-
duces control opportunities via the job scheduling techniques described in
this work.

Based on this model, controllers and an extension to those controllers
are introduced that allow control in most common operating conditions.
The integral controllers designed in chapter 3 work in most current day se-
tups, whereas the work in chapter 4 shows how the controllers can be adap-
ted to work in all operating conditions. chapter 5 applies the controllers in
a futuristic scenario, where the data center is equipped with servers that can
efficiently and safely switch power states.

The key part of the thermodynamical model is the recirculation of the
heat flows in the data center. Both the model and the controllers depend on
these parameters. To complete the results of this thesis, we studied subspace
identification techniques with which these parameters can be identified. It
is possible to design experiments that can readily be run in any data center
setting, to determine the parameters for that specific data center layout.

All in all this thesis contributes to the state-of-art by supplying a com-
plete set of results that can be applied in any data center context in any
current day setting, while also providing flexibility to adapt to upcoming
technological advances.

1.3 Outline

The work of this thesis is presented in five chapters, chapter 2-6, and is fina-
lized with some conclusions and future outlook, chapter 7. The thermody-
namical model and initial control design form the heart of the thesis, after-
wards each chapter focuses on an extension of the main work.

In chapter 2 we design the thermodynamical model of the data center.
First the different parts of the data center equipment are introduced and it
is explained how each part fits into the model. By considering heat recir-
culation flows we can model how each computing node thermodynamically
affects its neighboring nodes. Furthermore it is possible to determine the



6 Chapter 1. Introduction

energy consumption of the cooling equipment based on the thermodyna-
mics of the computing equipment.

Having determined the energy consumption of the cooling equipment,
we proceed to studyways to reduce data center energy consumption in chap-
ter 3. We apply optimization theory to characterize an optimal operating
point at which the data center consumes the minimal amount of energy.
Although the initial problem is non-convex, and therefore difficult to study,
we rewrite the problem in linear form and show that it is possible to charac-
terize the optimal operating point analytically in different operating condi-
tions. The chapter concludes with the design of simple integral controllers
that can steer the operating point of the data center to the optimal operating
point for most standard current-day operating conditions.

In chapter 4 an extension to the integral controllers designed in chap-
ter 3 is studied such that the controllers also work in edge cases. In this chap-
ter we design primal-dual dynamics that converge under non-strict convex
cost functions, such as the linear optimization problem designed in this the-
sis. We show that the interconnection between the primal-dual algorithm
and the integral controllers is stable for our data center context, implying
that the interconnection between the primal-dual dynamics and the inte-
gral controllers indeed allow for correct control in all operating conditions.

Reducing the energy consumption of the cooling equipment is not the
only way that data center energy reductions are achieved. Power manage-
ment strategies aim at reducing the power consumption by reducing the
amount of necessary computational equipment. In chapter 5 we combine
the cooling strategies suggested in this thesis with power management stra-
tegies designed at the University of Twente. We show that by combining
both approaches, further energy consumption reduction can be achieved.

All the results so far depend on knowing the thermodynamical recircu-
lation parameters of the data center. In chapter 6 we study a possible way
in which we can identify these recirculation parameters for any given data
center context. Following results of subspace identification, it is possible to
design simple experiments and suitable algorithms that identify the recircu-
lation parameters with great accuracy.
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1.5 Notation

We denote by R and R≥0 the set of real numbers and non-negative real
numbers respectively. Vectors and matrices are denoted by x ∈ Rn and
A ∈ Rm×n respectively. The transpose is denoted by xT , the inverse of a
matrix is denoted byA−1, and the Moore-Penrose inverse of a matrix is de-
noted by A†. If the entries of x are functions of time then the element-wise
time derivative is denoted by ẋ(t)

∆
=: d

dtx(t). An optimal solution to an
optimal problem is denoted by x̄.

By xi we denote the i-th element of x and by aij we denote the ij-th ele-
ment of A. If a variable already has another subscript then we switch to su-
perscripts to denote individual elements, i.e. T i

out andC
ij
3 . We construct the

diagonalmatrix from the elements of vectorx as diag{x1, x2, · · · , xn}.
The identity matrix of dimension n is denoted by In, the vector of all ones
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by 1 ∈ Rn and the vector of all zeros by 0 ∈ Rn. Furthermore the vector
comparison x 4 y is defined as the element-wise comparison xi ≤ yi for
all elements in x and y.

For A ∈ Rm×n, we let ∥A∥ denote the induced 2-norm. Given v ∈
Rn and positive definite matrix A ∈ Rn×n, we write ∥v∥A

∆
=:

√
vTAv.

For vectors u, v ∈ Rn we write u ⊥ v if uT v = 0. We use the compact
notational form 0 < u ⊥ v < 0 to denote the complementarity conditions
u < 0, v < 0, and u ⊥ v.

1.6 Preliminaries

In this sectionwe state somepreliminaries on dynamical systems and convex
optimization that are used as a basis of obtaining some of the results in this
thesis.

1.6.1 Lyapunov stability

Consider the system
ẋ = f(x), (1.1)

with x ∈ Rn and locally Lipschitz function f : Rn → Rn. An equili-
brium x̄ is considered to be a solution to the system such that f(x̄) = 0.
Stability of such an equilibrium is often studied using Lyapunov functions.

Definition 1.1 (Lyapunov stability). An equilibrium x̄ of system (1.1) is cal-
led Lyapunov stable, if for any ϵ > 0 there exists a δ > 0 such that given a
solution x(t) to the system, ∥x(0)− x̄∥ < δ implies that ∥x(t)− x̄∥ < ϵ
for all t ≥ 0.

Definition 1.2 ((local) Lyapunov function). A smooth functionV : D → R,
on the domain D ⊂ Rn, {0} ∈ D, is a local Lyapunov function for system
(1.1) if

1. V (x) ≥ 0 for all x ∈ D and V (x) = 0 if and only if x = 0.

2. V̇ (x) = (∇V (x))T f(x) ≤ 0 for all x ∈ D.
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If D = Rn, and V is radially unbounded, then V is called a (global)
Lyapunov function. If V̇ (x) < 0 for all x ∈ D, x ̸= 0 then V is called a
strict (local) Lyapunov function.

Theorem 1.1 (Lyapunov stability theorem (Khalil, 2002)). Let x̄ = 0 be an
equilibrium of (1.1) and let V be a Lyapunov function with domainD ⊂ Rn,
such that {0} ∈ D. Then x̄ = 0 is stable. Moreover if V is a strict Lyapunov
function, then x̄ is (locally) asymptotically stable.

It is not always straightforward to construct a suitable strict Lyapunov
function. In some of these cases the Lyapunov stability theorem can be ex-
tended using LaSalle’s invariance principle in order to still draw conclusions
on the asymptotic behavior of the system.

Lemma 1.1 (LaSalle’s invariance principle (Sepulchre, Jankovic, and Koko-
tovic, 1997)). LetΩ be a positively invariant set of (1.1), i.e. x(0) ∈ Ω implies
x(t) ∈ Ω for all t ≥ 0. Suppose that all solutions of (1.1) converge to a subset
S ⊆ Ω, and letM be the largest positively invariant subset of S under (1.1).
Then, every bounded solution of (1.1) starting inΩ converges toM as t → ∞.
Lemma1.2 ((Pointwise) asymptotic convergence (Haddad andChellaboina,
2008)). Let X̄ = f−1(0) ∋ 0 be the set of equilibria of (1.1) and suppose it
admits a local Lyapunov function V with domainD ∋ {0}. Suppose further-
more that there exists a sublevel set Ω = {x : V (x) ≤ c ∈ R>0} ⊂ D of V
around the origin. Then each trajectory of (1.1) initialized in Ω converges to
the largest invariant setM contained in

S
∆
=: {x ∈ Ω | V̇ (x) = 0}.

If furthermore each point in M is Lyapunov stable, then this trajectory con-
verges to a point inM .

1.6.2 Convex optimization

A general optimization problem can be formulated as

minimize
x

f(x)

subject to x ∈ X
(1.2)
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where f : X → R is the objective function, X is the feasibility set, i.e. set of
feasible solutions, and x is often called the primal variable. The aim of this
optimization problem is to find x̄ ∈ X thatminimizes the objective function
f , i.e. f(x̄) ≤ f(x), for allx ∈ X . In this thesis we assume thatX ⊂ Rn and
X is a closed convex set, and that f is a continuously differentiable convex
function. Since f is a convex function and X convex, we call (1.2) a convex
optimization problem. Very often the feasibility set can be characterized
explicitly by

X = {x ∈ Rn | Ax = b, gi(x) ≤ 0, i = 1, . . . , q},

where A = Rm×n, b = Rm, and gi : Rn → R, for i = 1, . . . , q are continu-
ously differentiable convex functions. Without loss of generality we assume
that the equality constraints formed by Ax = b are linearly independent.
Rewriting (1.2) using this explicit characterization we get

minimize
x

f(x) (1.3a)

subject to Ax = b (1.3b)
g(x) 4 0 (1.3c)

where we have collected the inequality constraints in one vector. This opti-
mization problem is referred to as the primal problem, and associated to this
problem one can formulate a dual problem with corresponding dual varia-
bles. These dual variables are often introduced via the Lagrangian function.

Definition 1.3 (Lagrangian function). The Lagrangian function of (1.3) is
given by

L(x, λ, µ) = f(x) + λT (Ax− b) + µT g(x), (1.4)

whereλ, andµ are called the dual variables, or Lagrangemultipliers, of (1.3).

The dual problem is formulated using this Lagrangian.
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Definition 1.4 (Dual problem). The dual problem of (1.3) is given by

maximize
(λ,µ)

g(λ, µ) (1.5a)

subject to µ < 0 (1.5b)

where g(λ, µ) is the dual function:

g(λ, µ) = inf
x
L(x, λ, µ) = inf

x
(f(x) + λT (Ax− b) + µT g(x)). (1.6)

Definition 1.5 (Primal-dual optimizer). A triplet (x̄, λ̄, µ̄) is a primal-dual
optimizer if x̄ is an optimizer for the primal problem (1.3), and (λ̄, µ̄) is an
optimizer of the dual problem (1.5).

It is a standard result that for any primal-dual optimizer (x̄, λ̄, µ̄) we
have g(λ̄, µ̄) ≤ f(x̄) (Boyd and Vandenberghe, 2004). This is often referred
to as weak duality. In some cases equality holds, and then this condition is
referred to as strong duality. Multiple constraint qualifications exist under
which strong duality is guaranteed. Slater’s condition is one of those

Definition 1.6 (Slater’s conditions). There exists x ∈ Rn such that

Ax = b

gi(x) ≤ 0 if gi(.) is an affine function
gi(x) < 0 if gi(.) is not an affine function

Proposition 1.1 (Strong duality). Strong duality holds if Slater’s condition is
satisfied.

When strong duality holds, the optimality of both the primal and dual
problem can be verified by the first-order optimality conditions, called the
Karush-Kuhn-Tucker (KKT) conditions
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Lemma 1.3 (KKT optimality conditions (Boyd and Vandenberghe, 2004)).
Suppose that Slater’s condition holds. Then (x̄, λ̄, µ̄) is a primal-dual optimi-
zer if and only if it satisfies the KKT optimality conditions

∇f(x̄) +ATλ+ (∇g(x̄))T µ̄ = 0

Ax̄ = b

0 < g(x̄) ⊥ µ̄ < 0.



CHAPTER 2

Thermodynamic modeling of heat flows in data
centers

abstract

Analyzing thermodynamics in data centers is a step in the good di-
rection in order to reduce energy consumption of data centers. Con-
structing a thermodynamical model allows for understanding the heat
flows between the cooling infrastructure and the computing infrastruc-
ture of the data center. In this chapter we model the temperature chan-
ges in the computing equipment as a result of different choices in work-
load division and cooling efforts. This allows us to set the basis for a
framework that can be used to minimize energy consumption through
thermal-aware controllers in next chapters.

2.1 Introduction

Ever since the internet was picked up by the general public in the late 1990’s,
more and more aspects of our societal and business life exist in the digital
world. In order to reduce costs of maintaining and operating the digital
backbone of our society, companies have turned to data centers to organize
their digital infrastructure. A data center is an overarching term for (a large
scale) digital infrastructure consisting of computer, server, and networking
systems and components. Typically the digital infrastructure is used for sto-
ring, processing, and serving large amounts of data to agents interactingwith
the data center. Data centers offer the benefit of economy of scale by sca-
ling up the amount of equipment such that operational costs can be reduced



14 Chapter 2. Thermodynamic modeling of heat flows in data centers

greatly. Furthermore, improvements in technology have allowed for incre-
asingly compact equipment, increasing the computational capacity per unit
area, therefore increasing the utility of data centers.

One of the largest costs in maintaining a data center is the energy bill of
all the equipment housed. Data center power consumption can be split up
into three parts: cooling energy consumption, server energy consumption,
and support infrastructure energy consumption. How much each of these
parts make up of the total energy consumption will vary from data center to
data center, but different characterizations can be found in (Emerson Net-
work Power, 2009; Dayarathna, Wen, and Fan, 2016). As the energy bill of
a data center is a big part of the operational budget of a data center, a lot
of effort is done in finding ways to reduce the total energy consumption of
said data centers. In particular the energy spent by the cooling equipment
is often a large chunk of the total energy consumption.

Furthermore, as the computational density is increased there is an in-
creasing challenge to maintain the temperature of the data center equip-
ment (Heath et al., 2006). One of the important factors in maintaining a
data center is ensuring that the operating temperature of the equipment
is within the recommended operating range. Operation above this recom-
mended range increases equipment failure rates and increases power con-
sumption (ASHRAE, 2011). Due to the compactness of the equipment, gre-
ater amounts of heat are generated by the equipment, which have to be coun-
tered by the appropriate cooling measures.

Therefore we will look into understanding the relation between the tem-
perature of the computing equipment and the heat flows of the cooling in-
stallations, and the energy consumption of the cooling system of the data
center. In this chapter we will introduce a model that describes the ther-
modynamics in relation to workload assignment and cooling effort done by
the cooling equipment. Also we will introduce a metric to derive the energy
consumption of the cooling equipment based on the measured temperature
in the data center.

In section 2.2 we will describe a data center in detail, in section 2.3 we
will describe what a job is and how to model the power consumption of the
server equipment, next in section 2.4 we will derive a model for the tem-
perature changes of the server equipment based on workload division and
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cooling set points, and lastly in section 2.5 we will derive a metric for deter-
mining the power consumption of the computer room airconditioning unit
(CRAC) from the modeled temperatures of the server equipment.

2.2 Data center layout

The main hall of a data center consists of aisles of racks which house the ser-
ver equipment, the main body of the data center. The physical size of data
center equipment is measured in rack units [U], where one rack unit is de-
fined as a component height of 44.50 mm (note that width and depth of the
equipment part is ignored). The typical size of one rack in a data center is
42U-48U, or 42-48 rack units, which makes a typical data center rack bet-
ween 1.80 m and 2.20 m tall. These racks are filled with subunits, or simply
units, that can have various sizes such as 1U, 2U, 4U, or 7U. Depending on
the size of the unit, it will house an increasing amount of servers.

The cooling of data centers is usually done by air conditioning where
cold air is supplied by computer room air conditioning (CRAC) units. The
cold air is blown in front of the racks, and fans mounted on the front of the
server rack push the cold air to the back of the rack. While passing through
the racks, the cold air absorbs the heat produced by the servers. After the air
exits the servers, it is extracted and send back to the CRAC units where it is
cooled down to the desired supply temperature. To improve the efficiency
of the cooling, the racks are organized in aisles which alternate between cold
and hot aisles, where the front of the racks is always in the cold aisle, and the
back of the rack is always in the hot aisle. Cold aisles denote the aisles where
the cold air is entering the data center, and hot aisles denote the aisles where
hot air is extracted from the racks. By this separation of hot and cold air,
data center operators make sure that the cold air remains as cold as possible
before it is blown through the racks. In Figure 2.1 a schematic overview of
a data center layout is shown depicting the hot and cold aisles in the data
center.
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Figure .: Schematic layout of a data center where ser-
vers are oriented in hot and cold aisles. The cold air (blue
arrows) enters the data center in front of the servers, while
the hot air (red arrows) exits from the back. Hot air leaks
into the cold aisle (red-yellow arrows), creating inefficien-

cies in the cooling process.
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2.2.1 Recirculation flows

Ideally the temperature of the air at the inlet of the racks is equal for all
racks in the cold aisle, and is equal to the temperature of the air delivered by
the CRAC unit. However due to the complex nature of air flows, variation
in inlet air temperature occur (Schmidt, 2004). For example, the cold air
enters the cold aisle via perforated tiles. The width of the perforations and
the velocity at which the air flows through these perforations have a direct
effect on the local rack inlet temperature (Boucher et al., 2006). Secondly
so-called recirculated air raises the temperature of the air in the cold aisle,
i.e. some of the air from the hot aisle is leaked into the cold aisle (Mukherjee
et al., 2007; Tang et al., 2006a).

Every server needs to be cooled below a certain temperature threshold,
therefore these temperature variations at the rack inlets cause over-cooling
by the CRAC unit. The cooling unit will lower its target supply temperature
to make sure that the hottest server will stay below it temperature threshold.
The standard CRAC unit however operates at lower efficiencies as discussed
in (Moore et al., 2005), and as a resultwill have a higher energy consumption.

In section 2.4 we will integrate these temperature variations due to re-
circulation flows in a thermodynamical model that models the temperature
at each cluster of servers in the racks.

2.2.2 Support equipment

Although the most important infrastructural part in the data center is the
server equipment, many other components are required to keep the servers
running non-stop. For example think about lighting, uninterruptible power
supplies (UPS), transformers, switches. In ourmodels we don’t include these
components as it has been proposed that the power consumption of these
components is either fixed, or linearly dependent on the power consumption
of the server equipment (Emerson Network Power, 2009).

2.2.3 Computational load

Computational load, or workload, is the general term to denote the work
that a data center handles. This work can have different characteristics, i.e.
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it could be very computationally demanding, like a large-scale simulation, or
it could be large quantities of very small requests, likeGoogle search requests
or banking transactions. A different kind of job is a virtual machine, where
a client is assigned some network bandwidth and computational capacity
which can be used for hosting a website, running servers and services to
which a lot of people have to connect, or as a cloud computer.

When a request or job enters the data center, a scheduler automatically
assigns the job to a corresponding physical server. This scheduling is done
via some scheduling policy, decided by the data center operator. Possible
scheduling policies are round robin, each server is given a job in turn, shor-
test queue, the server with the shortest waiting queue is given the next job,
or some more complex decision policies such as thermal-aware strategies.
Examples can be found in (Postema and Haverkort, 2018; Hameed et al.,
2014). After the server has finished processing the task, the response (if any)
is communicated back to the client.

2.2.4 Modeling blocks

Since data centers are very modular in nature, there is a lot of freedom in
selecting how to model a data center. A schematic overview of different ab-
straction layers is given in Figure 2.2.

Depending on how accurate one can, or wants to, measure the tempe-
rature of the data center equipment, one can select an abstraction level on
which to model the temperature dynamics. As heat flows are involved at a
higher abstraction level, it is natural to model the thermodynamics at the
rack level or the unit level. However to allow for additional heat variations
and heat exchange within the rack itself, we choose to model the thermody-
namics at the unit level.

2.3 Server power consumption

The first part we model is the power consumption of the units. Different
ways to model the power consumption exist (Dayarathna, Wen, and Fan,
2016), with the main difference being the scope and focus of the models.
Some models try to go as close to the CPU level as possible by modeling
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Figure .: Schematic overview of different abstraction
levels in a data center. Racks consist of several blocks, or
units. Units consist of individual servers. Lastly a server

can have multiple computing cores.

the power consumption as a function of the CPU clock frequency. While
other models aim at modeling the system on a higher level and capture the
power consumption of the CPU as a function of the workload applied to the
server. The models trade between complexity and detail, where the CPU
frequency model captures more details, but results in a non-linear model,
and the workloadmodel results in a linearmodel which operates on a higher
level. Before we explain our choice of server power consumption model, we
will first explain the notion of a job.

2.3.1 Computational jobs

Requests arriving at the data center are collected by a scheduler which then
decides according to some policy how to divide this work among the availa-
ble units. We assume that each job has an accompanying tag which denotes
the time and the number of computing units (CPU) it requires for execution.
Let J denote the integer number of jobs that the scheduler has to schedule in
the data center at time t. ThenJ (t) = {1, · · · , J} denotes the set of jobs to
be scheduled at time t. Furthermore let λj be the number of CPU’s that job
j requires at time t. Then the total number of CPU’s,D∗, that the scheduler
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has to divide over the units at time t is given by

D∗(t) =

J (t)∑
j=1

λj . (2.1)

We denote by Di(t) the number of CPU’s the schedulers assigns to unit i at
time t. These variables are collected in the vector

D(t)
∆
=:

(
D1(t) D2(t) · · · Dn(t)

)T
.

2.3.2 Power consumption of units

Because in this work we abstract away from the inner workings of server, we
choose a model on a higher operating level in the data center environment.
In our case the linear model fits much better to our situation. This model
has been studied many times before and the accuracy loss is small, as it has
been found that these models are about 95% accurate (Gao et al., 2013; Li et
al., 2012; Dayarathna, Wen, and Fan, 2016; Fan, Weber, and Barroso, 2007;
Lauri Minas, 2009; Gupta, Nathuji, and Schwan, 2011; Tang et al., 2006a;
Heath et al., 2006; Ranganathan et al., 2006).

Let Pi(t) denote the power consumption of unit i at time t. We mo-
del Pi(t) to consist of a load-independent part, e.g. the server consumes a
constant amount of power, and a load-dependent part, e.g. the number of
CPU’s that are actively processing jobs

Pi(t) = vi + wiDi(t), (2.2)

where vi [Watts] is the power consumption for the unit being powered on,
wi [Watts CPU−1] is the power consumption per CPU in use. The variables
are collected in the vectors

P (t)
∆
=:

(
P1(t) P2(t) · · · Pn(t)

)T
,

V
∆
=:

(
v1 v2 · · · vn

)T
,
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Figure .: Heat model of an individual unit. T i
out is the

current exhaust air temperature of the unit,Qi
in is the heat

entering the unit, Qi
out is the heat exiting the unit and Pi

is the power consumption of the unit.

and
W

∆
=: diag{w1, w2, · · · , wn},

so that
P (t) = V +WD(t). (2.3)

2.4 Thermodynamical model

In order to understand how scheduling decisions affect the temperature of
the server equipment, and how much cooling we should apply to the data
center, we model the temperature dynamics of each individual unit, follo-
wing similar arguments as in (Vasic, Scherer, and Schott, 2010) and (Tang
et al., 2006a). For our model we focus on the temperature of the exhaust air
of the units as we study the thermodynamical coupling between the wor-
kload that is processed by the servers and the energy efficiency of the cool-
ing equipment. As we will show below there is a direct coupling between
the output temperature of the units and both these elements. Furthermore
by thermodynamical principles almost all of the energy consumed during
computational efforts is dissipated as heat in the unit.

In Figure 2.3 a schematic representation of the heat flows involved is
given. The change of temperature of a unit is given by the difference in heat
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entering and exiting the unit,

micp
d

dt
T i
out(t) = Qi

in(t)−Qi
out(t) + Pi(t). (2.4)

HereT i
out [◦C] is the temperature of the exhaust air at unit i, cp [J ◦C−1 kg−1]

is the specific heat capacity of air, mi [kg] is the mass of the air inside the
unit,Qi

in [Watts] andQi
out [Watts] are the heat entering and exiting the unit

respectively. The heat that enters a unit consists of two parts due to the com-
plex air flows in the data center, i.e. the recirculated air originating from the
other units and the cooled air supplied by the CRAC

Qi
in(t) =

n∑
j=1

γjiQ
j
out(t) +Qi

sup(t). (2.5)

Here Qi
sup [Watts] is the heat supplied by the CRAC to unit i, and γji ∈

[0, 1) is the percentage of the flow which recirculates from unit j to unit i.
Using thermodynamical principles we find the relation between heat and
temperature for each flow

Qi
in(t) = ρcpf

i
inT

i
in(t), (2.6)

Qi
out(t) = ρcpf

i
outT

i
out(t), (2.7)

Qi
sup(t) = ρcpf

i
supTsup(t), (2.8)

where ρ [kg m−3] is the density of the air and f i
in, f i

out, f i
sup [m3 s−1] are

the flow rates of the air entering a unit, exiting a unit, and flow rate of the
air going from the CRAC to unit i respectively, and T i

in, and Tsup [◦C] are
the temperature of the air at the inlet of a unit, and the supply temperature
of the returned air of the CRAC respectively. Note that f i

in = f i
out = fi as

we have conservation of mass and we assume that the air entering a unit can
only exit at the exhaust of the unit.

Lastly the air flow in a unit is constructed from two parts: the recircula-
ted air from all the units present in the data center, and the air going from
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the CRAC to the unit

fi =

n∑
j=1

γjifj + f i
sup. (2.9)

Combining (2.5)-(2.9) with (2.4) yields

d

dt
T i
out(t) =

ρ

mi

 n∑
j=1

γjifjT
j
out(t)− fiT

i
out(t)


+

ρ

mi

fi −
n∑

j=1

γjifj

Tsup(t) +
1

micp
Pi(t). (2.10)

Rewriting the above relation in matrix form, i.e. combining the tempe-
rature changes of all units in one equation, results in

d

dt
Tout(t) = A(Tout(t)− 1Tsup(t)) +M−1P (t). (2.11)

Here
Tout(t)

∆
=:

(
T 1
out(t) T 2

out(t) · · · Tn
out(t)

)T
,

and

A
∆
=: ρcpM

−1(ΓT − In)F,

F
∆
=: diag{f1, f2, · · · , fn},

M
∆
=: diag{cpm1, cpm2, · · · , cpmn},

Γ
∆
=: [γij ]n×n.

Remark 2.1. It is assumed here that the flow rates remain constant. This
assumption allows for modeling the thermodynamical system with a static
mapping for the recirculation parameters. Experimental validation of this
model can be found in (Tang et al., 2006a). Allowing varying flow rates
converts the system to a bilinear system which increases the difficulty of the
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theoretical analysis. While this is an interesting extension, this is left for
future work.

Property 2.1. Matrix A is Hurwitz.

Proof. As defined above, matrix A is given by

A = ρcpM
−1(ΓT − In)F. (2.12)

Writing the matrix out in full gives

A = ρ


γ11−1
m1

f1
γ21
m1

f2 · · · γn1

m1
fn

...
. . .

...
...

. . .
...

γ1n
mn

f1
γ2n
mn

f2 · · · γnn−1
mn

fn

 . (2.13)

If we can show that matrix A is strictly diagonal dominant and that the
diagonal elements are negative then by the Gerschgorin circle theorem we
have shown that matrix A is Hurwitz.

First we will prove strict diagonal dominance of matrixA. Starting from
(2.9), and extracting the self-recirculation of a unit from the summation we
have

fi = γiifi +
n∑

j=1,j ̸=i

γjifj + f i
sup.

Hence,

(γii − 1)fi = −
n∑

j=1,j ̸=i

γjifj − f i
sup

< −
n∑

j=1,j ̸=i

γjifj , (2.14)
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from which

|(γii − 1)fi| >

∣∣∣∣∣∣−
n∑

j=1,j ̸=i

γjifj

∣∣∣∣∣∣ =
n∑

j=1,j ̸=i

γjifj , (2.15)

because all γij ∈ [0, 1). Comparing (2.15) with (2.13) and ignoring the
mass, as the samemass appears in every row i, we see thatmatrixA is strictly
diagonal dominant.

Furthermore as γii ∈ [0, 1), we have that all the diagonal elements of A
are strictly negative. By Gerschgorin circle theorem, all the eigenvalues of
matrix A are strictly negative and therefore the matrix is Hurwitz. �

2.5 Power consumption of CRAC

Having completed the thermodynamical model, we can now model the po-
wer consumption of the CRAC. This power consumption depends on the
amount of heat that needs to be extracted from the air. This in turn is de-
pendent on the temperature of the air which is returned to the CRAC and
the supply temperature it has to provide. The air flowwhich is returned from
unit i to the CRAC is given by

f ret
sup,i =

1−
n∑

j=1

γij

 fi. (2.16)

Following the same thermodynamical principles as in (2.6)-(2.8), it follows
that the heat returned from all the units to the CRAC is

Qret(t) = ρcp

n∑
i=1

1−
n∑

j=1

γij

 fiT
i
out(t). (2.17)

The heat the CRAC sends back to the data center is given by Qsup(t) =
ρcpfsupTsup(t), where fsup =

∑n
i=1 f

i
sup, and f i

sup is obtained from (2.9).
With this, the heat the CRAC has to remove from the air, Qrem(t), is given
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by

Qrem(t) = Qret(t)−Qsup(t)

= ρcp

n∑
i=1

1−
n∑

j=1

γij

 fi(T
i
out(t)− Tsup(t))


= −1TMA(Tout(t)− 1Tsup(t)). (2.18)

To determine the amount of work the CRAC has to do to remove a certain
amount of heat, (Moore et al., 2005) introduced the Coefficient of Perfor-
mance, COP(Tsup(t)), to indicate the efficiency of the CRAC as a function
of the target supply temperature. They found that CRAC units work more
efficiently when the target supply temperature is higher. The COP repre-
sents the ratio of heat removed to the amount of work necessary to remove
that heat. For a water-chilled CRAC unit in the HP Utility Data Center they
found that the COP is a quadratic, increasing function. In a general sense
the COP can be any monotonically increasing function. The power con-
sumption of the CRAC units can then be given by

PAC(Tout(t), Tsup(t)) =
Qrem(t)

COP(Tsup(t))
. (2.19)

Assumption 2.1. The function COP(Tsup) of the CRAC unit considered in
this work, is monotonically increasing in the range of operation for Tsup. �
Example 2.1. Let us consider a small example to illustrate the influence
of a small difference in supply temperature on the power consumption of
the CRAC. Consider the quadratic COP(Tsup(t)) found by (Moore et al.,
2005), and two cases where the returned air has to be cooled down by 5 ◦C,
in the first case from 25 ◦C to 20 ◦C and in the second case from 30◦C to
25◦C. Assume that the energy contained in 5 ◦C temperature difference of
air is 100 Watts. In the first case COP(20) = 3.19 and in the second case
COP(25) = 4.73. By (2.19), the energy consumed by the CRAC to cool
down the returned air to the required temperature is

PAC,1 =
100

3.19
= 31.34 W, PAC,2 =

100

4.73
= 21.14 W.
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Here it seen that if the temperature of the returned air increases by 5 ◦C the
power consumption of the CRAC unit decreases by 30%. �

2.6 Conclusions

The cooling infrastructure in data centers account for a large part of the
energy consumption of data centers. Improvements in the cooling efficiency
of data centers therefore result in big financial gains for data center opera-
tors. In this chapter we set up a thermodynamical model that can model
temperature changes of the computing infrastructure as a result of diffe-
rent choices in workload division and CRAC supply temperature set points.
Furthermore we have given ametric for calculating CRAC energy consump-
tion based on the modeled temperature profile of the computing infrastruc-
ture.

The key of the model is the recirculation airflow, that is the leakages
which occur when extracting the hot air from the data center back to the
CRAC.The heat output of each server affects the temperature of its surroun-
ding servers and as such this has to be taken into account when distributing
workload among the servers. In the next chapter wewill use the temperature
model to set up an optimization problem in order to find the optimal wor-
kload division and supply temperature setpoint, and in effect characterizing
the thermodynamical inefficiencies of each computing unit.





CHAPTER 3

Asymptotic convergence to optimal interior
point using integral control action

abstract

A general optimization problem is set up to study energy consumption
minimization in data centers. An optimal operating point, i.e. optimal
job distribution and CRAC cooling set point, is characterized under
different loading conditions. Furthermore, under mild assumptions we
design controllers that regulate the system to the optimal state without
knowledge of the current total workload to be handled by the data cen-
ter. The response of our controller is validated by simulations and con-
vergence to the optimal set points is achieved under varying workload
conditions.

3.1 Introduction

Different studies have been done on energyminimization in data centers ba-
sed on thermodynamics, some with amore theoretic approach (Vasic, Sche-
rer, and Schott, 2010; Li et al., 2012; Parolini et al., 2012), and others with
a heuristic approach (Moore et al., 2005; Tang, Gupta, and Varsamopou-
los, 2008; Mukherjee et al., 2009; Banerjee et al., 2011). Other studies focus
on energy minimization based on power management strategies (Gaggero
and Caviglione, 2014; Postema and Haverkort, 2015; Dai, Wang, and Ben-
saou, 2016), covering mainly how different scheduling strategies minimize
the energy consumption of the server equipment. However a framework
which allows both the design of control theory based controllers and an un-
derstanding of energy minimal operating conditions seems missing.
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In section 3.2 the problem formulation is stated. Following from the
problem statement we set up an optimization problem aimed at minimizing
energy consumption of the data center in section 3.3. Since the optimiza-
tion problem is non-convex, the problem is linearized in section 3.4, and its
solutions are characterized analytically in section 3.5. Based on the soluti-
ons, we design suitable controllers in section 3.6 that steer the system to the
energy optimal operating point. Lastly in section 3.7, we simulate the con-
trollers in a real-life data center context obtained from a testbed located at
IBM Zurich.

3.2 Problem formulation

The thermodynamical model that has been established can be used to mo-
del the temperature changes of the server equipment and model the effect
of different choices of workload division and cooling setpoints on the power
consumption of the CRAC unit. Now we can set up a framework that can
achieve two things: first we can use it to find the optimal operating point
for the data center, secondly we can use it to design controllers which ens-
ure convergence of the system to the optimal operating point. The optimal
operating point is defined as the optimal workload division, and supply tem-
perature setpoint such that all the incoming workload is processed, the total
energy consumption is minimized, and the temperature stays below the safe
temperature threshold. Hence the control problem is defined as follows:

Problem 3.1. For system (2.11) design controllers for the workload distri-
bution D(t) and supply temperature Tsup(t) such that, given an unmeasu-
red total loadD∗(t), any solution of the closed-loop system is bounded and
satisfies

lim
t→∞

(Tout(t)− T̄out) = 0, (3.1)

lim
t→∞

(Tsup(t)− T̄sup) = 0, (3.2)

lim
t→∞

(D(t)− D̄) = 0, (3.3)
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where T̄out, T̄sup and D̄ are the optimal setpoint values for the temperature
distribution, supply temperature and the workload distribution, i.e. power
consumption, respectively, which are defined in section 3.3. �

From this point on we will implicitly assume the dependence of the va-
riables on time and only denote it when confusion might arise otherwise.

3.3 General optimization problem

To optimize over the power consumption of the vital infrastructure of the
data center, we combine the power consumption of the server equipment,
(2.3), and the CRAC unit, (2.19), in a non-convex cost function

C(Tout, Tsup, D) =
Qrem

COP(Tsup)
+ 1TP (D). (3.4)

We formulate an optimizationproblem tominimize the power consump-
tion while taking into account the physical constraints of the equipment, i.e
the servers only have finite computational capacity and the temperature of
the servers cannot exceed a certain threshold. The power consumption of
the data center can be written as a combination of two parts, the power con-
sumption of the cooling equipment and the power consumption of the racks.

A reasonable way (Li et al., 2012; Yin and Sinopoli, 2014) to formulate
the optimization problem is

min
Tout,Tsup,D

Qrem

COP(Tsup)
+ 1TP (D) (3.5a)

s.t. D∗ = 1TD (3.5b)
0 4 D 4 Dmax (3.5c)

0 = A(Tout − 1Tsup) +M−1P (D) (3.5d)
Tout 4 Tsafe. (3.5e)

Equation (3.5b) ensures that all the available work is divided among the
racks, (3.5c) encompasses the computational capacity of the rack, i.e. rack i
hasDi

max CPU’s available at most. The system dynamics should be at steady
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state once the optimal point has been reached, see (3.5d), and finally (3.5e)
enforces that the temperature of the racks is below the given safe threshold,
Tsafe ∈ Rn.

3.4 Equivalent optimization problem for homogeneous
data centers

Due to the non-linear nature of how the COP affects the power consump-
tion it is not trivial to analyze the general optimization problem. Although
(3.5) is a difficult problem to solve analytically, it is possible to reduce the
optimization problem to a simpler equivalent problem for a specific impor-
tant case. In many of the larger real-life data centers most of the equipment
is identical, i.e. the power consumption characteristics of the computatio-
nal equipment is identical, that is vi = v and wi = w for all i in (2.2). It is
desirable for data centers to employ identical equipment because this allows
for decreased maintenance complexity and allows for bulk purchases of the
equipment which reduce operational costs. In this case the data center is
said to be composed of homogeneous racks or, more simply, the data center
is homogeneous.

In case of a homogeneous data center the power consumption is given
by P (D) = v1 + wD and the total computational power consumption is
given by

1TP (D) = nv + w1TD = nv + wD∗. (3.6)

For this case, the computational power consumption no longer depends on
theway the jobs are distributed but only depends on the total workload. This
property simplifies the cost function defined in (3.4) considerably.

Theorem 3.1. Let the data center consist of homogeneous racks, i.e. vi = v,
and wi = w for all i in (2.2) and assume constraint (3.5d) is satisfied. Then
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problem (3.5) is equivalent to

max
Tout

CT
1 Tout (3.7a)

s.t. 0 4 C3Tout + C4(D
∗) 4 Dmax (3.7b)

Tout 4 Tsafe, (3.7c)

for suitable C1, C3, and C4. �

Before we prove this theorem, we need to introduce some notation and
extra preparatory results. In these preparatory results (Lemma 3.1-3.3 be-
low), the homogeneity condition is not required, and statements are given
in terms of the power consumption vector P defined as in (2.3).

Lemma 3.1. Equation (3.5d) implies that the following relation holds

1TP (D) = −1TMA(Tout − 1Tsup) = Qrem,

withQrem defined in (2.18). This reduces cost function (3.4) to

C(Tout, Tsup, D) =

(
1 +

1

COP(Tsup)

)
1TP (D). (3.8)

Proof. By pre-multiplying (3.5d) by1TM and solving for1TP (D)we obtain
above result. �

Lemma 3.2. If (3.5b) and (3.5d) are satisfied, then

Tsup = CT
1 Tout + C2(D

∗), (3.9)

CT
1

∆
=:

1TW−1MA

1TW−1MA1
,

C2(D
∗)

∆
=:

D∗ + 1TW−1V

1TW−1MA1
.

Proof. After pre-multiplying (3.5d) by 1TW−1M , combining with (3.5b)
and some basic matrix manipulations, the result is obtained. �
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Lemma 3.3. If (3.5b) and (3.5d) are satisfied, then

D = C3Tout + C4(D
∗), (3.10)

C3
∆
=: −W−1MA(In − 1CT

1 ),

C4(D
∗)

∆
=: W−1MA1C2(D

∗)−W−1V.

Proof. Substituting the result of Lemma 3.2 in (3.5d), pre-multiplying (3.5d)
byW−1M , and solving forD yields the result. �

Remark 3.1. Thedimensions of the constants fromabove Lemmas areC1 ∈ Rn,
C2 ∈ R,C3 ∈ Rn×n andC4 ∈ Rn. The following identities for the constants
C1, C3 and C4 are observed

CT
1 1 = 1, 1TC3 = 0T , C31 = 0, 1TC4 = D∗. (3.11)

An important consequence worth to note is that the constant 1TD, with D
defined as in (3.10), satisfies the identity 1TD = D∗. �

Lemma 3.2 and Lemma 3.3 show that at the steady state the supply tem-
perature, Tsup, and workload distribution vector,D, are uniquely defined by
the total workload, D∗, and the temperature distribution, Tout. With these
properties in mind we are ready to prove Theorem 3.1.

Proof. [Proof of Theorem 3.1] Assume that problem (3.5) has a solution. By
Lemma 3.1, the cost function reduces to (3.8). By the homogeneity assump-
tion, (3.6) holds, which shows that the cost function (3.8) is independent of
the distribution D and depends only on Tsup. Hence, in view of Assump-
tion 2.1 (monotonicity of the function COP(Tsup)) a solution to problem
(3.5) is the one that maximizes Tsup. By (3.9) in Lemma 3.2, this solution
must maximize the cost function in (3.7a). The constraints in (3.5) and
Lemma 3.3 imply the constraints in (3.7), showing that a solution to (3.5)
must be also a solution to (3.7).

Conversely, if a solution to (3.7) exists, define D as in (3.10), and notice
that (3.5b) is satisfied, as it is promptly verified using the identities (3.11).
Then by the homogeneity assumption, (3.5d), Lemma 3.1, and Lemma 3.2,
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maximizing the cost function in (3.7a) implies minimizing the cost function
in (3.5a). Moreover, the definition of D and the constraint (3.7b) implies
(3.5c). Constraint (3.5e) trivially holds because of (3.7c). This ends the
proof. �

3.5 Characterization of the optimal solution

In the previous section we have showed the possibility to reduce the op-
timization problem to a simpler form. In this section we show that using
Karush-Kuhn-Tucker (KKT) optimality conditions it is possible to further
characterize the optimal point.

3.5.1 KKT optimality conditions

Because the optimization problem (3.7) is convex and all inequality con-
straints are linear functions we have that Slater’s condition holds. Therefore
it follows that T̄out is an optimal solution to (3.7) if and only if there exists
µ̄, µ̄+, µ̄− ∈ Rn

≥0 such that the following set of relations is satisfied (Boyd
and Vandenberghe, 2004):

−C1 + µ̄+ CT
3 (µ̄+ − µ̄−) = 0, (3.12a)

0 4 C3T̄out + C4(D
∗) 4 Dmax, (3.12b)

T̄out 4 Tsafe, (3.12c)

µ̄T
+(C3T̄out + C4(D

∗)−Dmax) = 0, (3.12d)

µ̄T
−(−C3T̄out − C4(D

∗)) = 0, (3.12e)

µ̄T (T̄out − Tsafe) = 0, (3.12f)
µ̄, µ̄+, µ̄− < 0. (3.12g)

The Lagrangian corresponding to the optimal problem is given by:

L(µ, µ+, µ−, Tout) =− CT
1 Tout + µT (Tout − Tsafe)

+ µT
−(−C3Tout − C4(D

∗)) (3.13)

+ µT
+(C3Tout + C4(D

∗)−Dmax).
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3.5.2 Characterization of optimal temperature profile

By studying the KKT optimality conditions we can characterize the optimal
solution in different cases.

• Inactive workload constraints: Every rack is processing some work but
not all the processors of each rack are utilized:

0 < (C3T̄out + C4(D
∗))i < Di

max ∀i ∈ {1, · · · , n}.

• Partially active workload constraints: In k racks, all processors are pro-
cessing jobs. The other n−k racks are processing some work but still
have processors available:

(C3T̄out + C4(D
∗))i = Di

max ∀i ∈ {1, · · · , k},
0 < (C3T̄out + C4(D

∗))i < Di
max ∀i ∈ {k + 1, · · · , n}.

The optimal temperature profile corresponding to these two cases is sum-
marized in the following two theorems.

Theorem3.2. Assume the case that none of theworkload constraints are active,
i.e.

0 < (C3T̄out + C4(D
∗))i < Di

max ∀i ∈ {1, · · · , n}.

The solution to (3.12) and the optimal solution for the optimization problem
(3.7) is then given by

µ̄+ = µ̄− = 0, µ̄ = C1 ≻ 0, T̄out = Tsafe. (3.14)

Proof. Because all the inequality constraints regarding the workload are
inactive we have that bothC3T̄out +C4(D

∗)−Dmax ≺ 0, and−C3T̄out −
C4(D

∗) ≺ 0. Then from (3.12d) and (3.12e) we have that µ̄+ = µ̄− = 0.
From (3.12a) it follows that µ̄ = C1 ≻ 0 such that from (3.12f) we conclude
that T̄out = Tsafe. �
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Theorem 3.3. In the case that a part of the workload constraints are active,
i.e.

(C3T̄out + C4(D
∗))i = Di

max ∀i ∈ {1, · · · , k},
0 < (C3T̄out + C4(D

∗))i < Di
max ∀i ∈ {k + 1, · · · , n},

the solution of (3.12) is as follows:

(i) For the racks at the constraint boundary, i ∈ {1, · · · , k}:

µ̄i
− = 0,

Ci
1 +

∑k
j=1,j ̸=i µ̄

j
+

∣∣∣Cji
3

∣∣∣
Cii
3

≥ µ̄i
+ ≥ 0, (3.15)

µ̄i = Ci
1 +

k∑
j=1,j ̸=i

µ̄j
+

∣∣∣Cji
3

∣∣∣− µ̄i
+C

ii
3 ≥ 0, (3.16)

T̄ i
out =

Di
max − Ci

4(D
∗)

Cii
3

+

n∑
j=k+1

∣∣∣Cij
3

∣∣∣
Cii
3

T j
safe

+
k∑

j=1,j ̸=i

∣∣∣Cij
3

∣∣∣
Cii
3

T̄ j
out

≤ T i
safe. (3.17)

(ii) For the racks that are not at the constraint boundary, i ∈ {k+1, · · · , n}:

µ̄i
− = µ̄i

+ = 0, (3.18)

µ̄i = Ci
1 +

k∑
j=1

µ̄j
+

∣∣∣Cji
3

∣∣∣ > 0, (3.19)

T̄ i
out = T i

safe. (3.20)

�
Beforewe can proveTheorem3.3we need to knowmore about the struc-

ture of C3.
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Property 3.1. ConsiderC3 as defined in Lemma 3.3. The off-diagonal terms
of thismatrix are strictly negative and the diagonal terms are strictly positive.

Proof. The proof of this property can be found in section 3.9 �
Proof of Theorem 3.3. Because part of the workload constraints are at the
constraint boundary, the analysis following from the Lagrange multipliers is
more involved. First we can say that

µ̄i
− = 0 ∀i,

µ̄i
+ = 0 ∀i ∈ {k + 1, · · · , n},

µ̄i
+ ≥ 0 ∀i ∈ {1, · · · , k}.

Then from (3.12a)

µ̄i = Ci
1 −

k∑
j=1

µ̄j
+C

ji
3 ∀i ∈ {1, · · · , n}. (3.21)

From Property 3.1 we have that the off-diagonal elements of C3 are strictly
negative. For racks i ∈ {k + 1, · · · , n} we have that the Cji

3 elements in
(3.21) will always be off-diagonal elements. Therefore rewriting (3.21) gives

µ̄i = Ci
1 +

k∑
j=1

µ̄j
+

∣∣∣Cji
3

∣∣∣ > 0 ∀i ∈ {k + 1, · · · , n}, (3.22)

then from (3.12f) it holds that

T̄ i
out = T i

safe ∀i ∈ {k + 1, · · · , n}. (3.23)

For racks i ∈ {1, · · · , k} (3.21) is given by

µ̄i = Ci
1 +

k∑
j=1,j ̸=i

µ̄j
+

∣∣∣Cji
3

∣∣∣− µ̄i
+C

ii
3 ≥ 0. (3.24)
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For (3.24) to hold, it should hold that

Ci
1 +

∑k
j=1,j ̸=i µ̄

j
+

∣∣∣Cji
3

∣∣∣
Cii
3

≥ µ̄i
+ ∀i ∈ {1, · · · , k}. (3.25)

As the left hand side of (3.25) is strictly positive for all i ∈ {1, · · · , k}, it is
possible to find feasible µ̄i

+ ≥ 0 such that µ̄i ≥ 0 for all i. It can be shown
that T̄ i

out for all i ∈ {1, · · · k} is given as

T̄ i
out =

Di
max − Ci

4(D
∗)

Cii
3

+

n∑
j=k+1

∣∣∣Cij
3

∣∣∣
Cii
3

T j
safe

+

k∑
j=1,j ̸=i

∣∣∣Cij
3

∣∣∣
Cii
3

T̄ j
out

≤ T i
safe. (3.26)

�

Remark 3.2. One cannot freely choose the k racks for which Di = Di
max.

Whether or not a rack is processing its maximum capacity depends on the
data center parameters, i.e. small amount of recirculated air at the input of
the rack and low power consumption of the computational equipment. For
these racks it holds that

T̄ i
out ≤ T i

safe ∀i ∈ {1, · · · , k}.

3.6 Temperature based job scheduling control

As established in section 3.5 it is possible to calculate the optimal solution
under the assumption that the total workload at time t,D∗, is known. Howe-
ver it might not always be possible to obtain this quantity. For example when
jobs arrive in the data center in some cases it might be hard to assess how
much resources these jobs need. Consider the case where a virtual machine
is requested by a user. Usually a certain amount of resources are allocated
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to this virtual machine, however the user need not use all the available re-
sources all the time. In those situation it is hard to obtain the real workload.
In this section we design a controller that is still able to achieve the cont-
rol goals defined in (3.1)-(3.3) under the assumption that 0 ≺ D ≺ Dmax.
From Theorem 3.2 we see that in this case the optimal solution is always
T̄out = Tsafe, independent of the way the jobs are distributed. Since most
data centers are designed to have overcapacity, usually the computational
bounds of the racks will not be reached and this assumption is valid in those
setups.

3.6.1 Controller design

We will now design the control inputs for the workload distribution,D, and
the supply temperature of the CRAC unit, Tsup, while the total workloadD∗

is unknown. Furthermore the controllers only have access to the measure-
ment of the output temperature of the air at the outlet of each rack, Tout.
In other words we design temperature feedback algorithms to dynamically
adjust D and Tsup such that control objectives (3.1)-(3.3) are achieved. The
proposed controllers for the supply temperature and the workload distribu-
tion are given by

Ṫsup = 1TATZ(Tout − Tsafe), (3.27)

Ḋ = (
11T

n
− In)B

TZ(Tout − Tsafe), (3.28)

whereA isHurwitz. SinceA isHurwitzwe can find a positive definitematrix
Z such that

ATZ + ZA = −2In, (3.29)

and B is defined as
B = M−1W,

whereW is defined section 2.3, andA andM are defined in section 2.4. The
controllers (3.27) and (3.28) depend only on the output temperature and the
system parameters and will continue to vary until the output temperature
reaches the safe temperature, which is in linewith the control objectives. The
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workload controller contains the all-to-all matrix which allows for shifting
workload from one server unit to any other server unit without preference.
As such, the workload controller will shift jobs between racks based on the
temperature deviation until the data center has reached the optimal state. In
the results below we discuss the convergence behavior of the controllers in
a time frame where the total workload, D∗, is assumed to be constant.

Theorem 3.4. Let the data center consist of homogeneous racks, i.e. vi = v,
and wi = w for all i in (2.2), and assume 1TD(0) = D∗ and D∗ constant.
Then the solution of system (2.11)with controllers (3.27) and (3.28) is bounded
and converges to the optimal solution of the optimal problem defined in (3.5)
and therefore satisfies control objectives (3.1)-(3.3).

Proof. For ease of notation we introduce incremental variables to denote
deviations from optimal values

T̃out = Tout − T̄out,

T̃sup = Tsup − T̄sup,

D̃ = D − D̄,

where T̄out = Tsafe, T̄sup as in (3.9), and D̄ defined as the right-hand side of
(3.10). With these definitions, system (2.11) can be rewritten as

˙̃Tout = AT̃out −A1T̃sup +BD̃, (3.30)

where A and B are as before

A = ρcpM
−1(ΓT − In)F,

B = M−1W.

Define the incremental storage functions as

Ξ1(T̃sup) =
1

2

∥∥∥T̃sup

∥∥∥2 , (3.31)

Ξ2(D̃) =
1

2

∥∥∥D̃∥∥∥2 . (3.32)
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The storage functions satisfy

Ξ̇1(T̃sup, T̃out) = T̃ T
supṪsup

= T̃ T
sup1

TATZT̃out, (3.33)

and

Ξ̇2(D̃, T̃out) = D̃T Ḋ

= D̃T (
11T

n
− In)B

TZT̃out (3.34)

= D̃T 11T

n
BTZT̃out − D̃TBTZT̃out. (3.35)

Note that 1TD(t) = D∗ is satisfied for all t ≥ 0. In fact, first we notice
that 1T Ḋ = 0 at all times t ≥ 0. Hence if 1TD(0) = D∗ then 1TD(t) =
D∗ for all t ≥ 0. With this we see that D̃T1 = (D− D̄)T1 = D∗−D∗ = 0
such that (3.35) is reduced to

Ξ̇2(D̃, T̃out) = −D̃TBTZT̃out. (3.36)

Now consider the following Lyapunov function V (T̃out) = 1
2 T̃

T
outZT̃out,

where Z is defined in (3.29). Then V (T̃out) satisfies

V̇ (T̃out) = −
∥∥∥T̃out

∥∥∥2 − T̃ T
sup1

TATZT̃out + D̃TBTZT̃out. (3.37)

If we combine the two storage functions with V (T̃out), then the total Lyapu-
nov function Vtot = V + Ξ1 + Ξ2 satisfies

Vtot = V̇ (T̃out) + Ξ̇1(T̃sup, T̃out) + Ξ̇2(D̃, T̃out) = −
∥∥∥T̃out

∥∥∥2 ≤ 0. (3.38)

Since Vtot is radially unbounded, (3.38) implies boundedness of the soluti-
ons. Using LaSalle’s invariance principle this result implies that every solu-
tion to the closed loop system initialized as 1TD(0) = D∗ converges to the
largest invariant set where T̃out = 0. Next we show that D̃ and T̃sup are zero
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on this invariant set. Because T̃out is zero, (3.30) reduces to

0 = −A1T̃sup +BD̃. (3.39)

Pre-multiplying this by 1TB−1 we get

−1T D̃ = 0 = −1TB−1A1T̃sup, (3.40)

and since
− 1TB−1A1 > 0, (3.41)

we obtain that T̃sup = 0. To understand why (3.41) holds true, observe that
A1 has all entries strictly negative, as it is immediately deduced from (2.13)
and (2.14) in the proof of Property 2.1. Now the inequality easily follows.

With T̃sup = 0 and with B non-singular it follows from (3.39) that
D̃ = 0. Hence, the largest invariant set to which the solutions converge is
the singleton (T̃out, T̃sup, D̃) = (0, 0,0). Therefore we conclude that system
(3.30) with controllers (3.27) and (3.28) satisfies control objectives (3.1)-
(3.3), and the state and the inputs of the system converge to the optimal
solution. �

The proposed controller for the workload rebalances the workload cur-
rently present in the data center. The initial scheduling is assumed to be
taken care of by an external entity over which we have no control. This ap-
proach is most applicable in cases where the initial scheduling is done in
a non-controllable way, e.g. when the scheduling is hard-coded and inco-
ming jobs are scheduled by means of chassis numbers. In these situations
the only option available is to move jobs around to drive the data center to
the optimal state.

The above result shows guaranteed asymptotic tracking of constant re-
ference signals. However in practice, the controller can handle variations in
setpoints, provided that the setpoints change sufficiently slow. In the next
section we will study the behavior of our controller under varying setpoints
in a real data center context.
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3.7 Case study

To evaluate the performance of the proposed controller, we use Matlab to
simulate the closed loop system with a synthetic workload trace. For both
the data center parameters and the workload trace we use the data presen-
ted in (Vasic, Scherer, and Schott, 2010). The data center parameters were
obtained from measurements by Vasic et al. at the IBM Zurich Research
Laboratory. This data is to our best knowledge the most extensive characte-
rization of the heat recirculation parameters of a data center.

3.7.1 Data center parameters

The simulated data center consists of 30 homogeneous server racks, i.e. the
power consumption characteristics, the safe temperature threshold and phy-
sical parameters are identical for all 30 racks. The rack model is a Dell
PowerEdge 1855, with 10 dual-processor blade servers, i.e. a total of 20
CPU units per rack. The power consumption of the racks is modeled by
Pi(t) = 1728 + 145.5Di(t) (Tang et al., 2006b). The safe threshold
temperature is set at 30◦C. We supply a synthetic workload trace to the
data center, see Figure 3.1. The workload trace is constructed by varying
the total workload by±10% about two nominal values, 40% and 60% of the
total data center capacity, representing nighttime and daytime operation le-
vels respectively. The total workload is a piecewise constant function which
changes value every 7.5 minutes. Each time the total workload changes new
work is added by or released to an external entity over which we assume to
have no control. After this update has taken place we observe the change
in temperature from the desired temperature profile. When (Tout − T̄out)
starts deviating from 0 the controllers will act to respond to the changing
conditions.

In Figure 3.2, Figure 3.3 and Figure 3.4 the responses of (Tout − T̄out),
(Tsup − T̄sup), and (D − D̄) respectively for 4 selected racks are shown. To
investigate the performance of the controllers we calculated the optimal va-
lues for the variables offline and used those to plot the incremental variables.
The initial overshoots the Figures depend on the change in total workload
between intervals. The larger the change, the larger this initial overshoot



3.7. Case study 45

Time (hours)
0 5 10 15 20

U
ti
li
za
ti
o
n
(%

)

20

30

40

50

60

70

80

Figure .: Synthetic workload trace supplied to data
center. The workload varies ±10% about two nominal
values, representing nighttime and daytime operation le-
vels. The total workload changes every 7.5minutes during

which the workload is assumed to be constant.

will be. We observe different behavior for the two controllers. The con-
troller for the supply temperature results in very oscillatory behavior for the
supply temperature which in turn results in a fluctuating output tempera-
ture profile. The controller for the workload division however shows amuch
smoother response and more gradually steers the workload distribution to
the optimal distribution. Every time the workload changes the controllers
drive the system back to the optimal value in approximately 0.01 hour = 36
seconds.

In Figure 3.5 the response of (Tout − T̄out) is shown for a larger time in-
terval. In this time interval the total workload changes multiple times and
it is seen how, after a very short transient, the controllers steer the tempera-
ture of the servers back to the optimal value. This shows that our controllers
can cope with variations in total workload.

Although this is a very quick response it is not likely that this conver-
gence time will be attained in practice. In the simulation the cooled air of
the CRAC instantly reaches the racks, whereas in a real data center it will
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Figure .: Plot of the response of (Tout − T̄out) during
the simulation for 4 selected racks. The full simulation is
shown in the inset and the main plot is a magnification
of the response after a change in total workload around
t = 10 hours. Each time the total workload changes, the
temperature of the racks start to deviate from the opti-
mal value and the controllers drive the data center to the
new optimal solution, (Tout − T̄out) = 0 again. The oscil-
latory response of the output temperature coincides with
the response of the supply temperature controller. Over
the whole simulation the temperature is kept in a band-
width of±0.5 ◦C around the target temperature distribu-

tion.
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Figure .: Plot of the response of (Tsup − T̄sup) during
the simulation for 4 selected racks. The full simulation is
shown in the inset and the main plot is a magnification
of the response after a change in total workload around
t = 10 hours. The controller successfully drives the sy-
stem to the new optimal value under varying total wor-
kload. The initial overshoot depends on the change of
the total workload, i.e. the difference between the optimal
supply temperatures in the two intervals. The oscillatory
response results in an oscillatory fluctuation in the output

temperature profile.
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Figure .: Plot of the response of (D−D̄) during the si-
mulation for 4 selected racks. The full simulation is shown
in the inset and the main plot is a magnification of the re-
sponse after a change in total workload around t = 10
hours. The controller drives the system to the optimal va-
lue each time the total workload changes. When the to-
tal workload changes, an external entity adds or subtracts
work from the racks in a non-optimal way which causes
an initial overshoot. The controller redistributes the work

again to the new optimal workload distribution.



3.7. Case study 49

Time (hours)
10.1 10.2 10.3 10.4 10.5 10.6 10.7

(T
o
u
t
−

T̄
o
u
t
)(

◦
C
)

-0.2

0

0.2

0.4

0 5 10 15 20
-0.4
-0.2

0
0.2
0.4

Figure .: Plot of the response of (Tout − T̄out) during
the simulation for 4 selected racks. The full simulation is
shown in the inset and the main plot shows the tempe-
rature response over a larger time interval which covers
multiple changes in total workload. The fast response of
the controllers is clearly visible here andwe see that, after a
very short transient, the controllers steer the temperature

of the servers back to the optimal value.
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take some time for the air to travel from the CRAC to the racks. On the
contrary the workload division happens on a much shorter timescale, the-
refore we expect that in practice the output temperature will first increase,
as new work is assigned to the rack, and after a certain delay the cooling will
start to kick in to drive the temperature profile back to the setpoint.

The supplied workload simulated a day and night cycle to study the re-
sponse of the controller under large varying loads. From the results we see
no difficulty for the controller to handle these different conditions. We con-
clude that the controller is able to keep the temperature of the racks around
the target setpoint under all load conditions.

3.8 Conclusions

Many papers on thermal-aware job scheduling have studied the topic from a
practical perspective, however a theoretical analysis has less often been done.
In thisworkwe describe data centers and corresponding thermodynamics in
a control theoretical fashion combining optimization theory with controller
design.

We have studied theminimization of energy consumption in a data cen-
ter where recirculation of airflow is present, i.e. inefficiencies in cooling of
the racks, through thermal-aware job scheduling and cooling control. We
have set up an optimization problem and characterized the optimal wor-
kload distribution and cooling temperature to achieve minimum energy
consumption while ensuring job processing and thermal threshold satis-
faction. In addition we have presented controllers that track a reference
signal and are able to drive the control and state variables to the optimal
values. Furthermore simulations show that the controllers can work with
varying workload conditions as the convergence time of the controllers is
significantly faster than the frequency of the workload variation.

We have shown that it is possible to uniquely determine the optimal
cooling supply temperature and workload distribution as a function of the
total workload and desired temperature distribution of the racks in the data
center. Furthermore we have shown that the optimal temperature distribu-
tion can be analytically calculated and that this distribution is independent
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of the workload distribution if none of the racks reaches its computational
capacity.

With the assumption that none of the racks is at its computational ca-
pacity we have designed controllers that control the supply temperature and
workload distribution to drive the data center to the optimal state.

3.9 Proofs

Proof of Property 3.1. From Lemma 3.3 we have that

C3 = −W−1MA(In − 1CT
1 ),

where

CT
1 =

1TW−1MA

1TW−1MA1
.

Defining a temporary variable α = W−1MA we can write C3 as

C3 = −α+
1

1Tα1
α11Tα.

The ij-th component of C3 is then given by

Cij
3 = −αij +

∑n
l=1 αil

∑n
k=1 αkj∑n

l=1

∑n
k=1 αlk

. (3.42)

From the definition of α we find that the ij-th component of α is given
by

αij = cpρ
1

wi
(γji − δji)fj , (3.43)

where δji is the Kronecker delta, which is 1 if i = j and 0 otherwise. To
simplify themathematics a little fromnowon, we assume that the data center
consists of homogeneous racks, see (3.6). Combining (3.43) with (3.42) we
have
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Cij
3 =− cpρ

1

w

(
(γji − δji)fj

+
(fi −

∑n
l=1 γlifl) (fj −

∑n
k=1 γjkfj)∑n

l=1 (fl −
∑n

k=1 γklfk)

)
. (3.44)

Although the big fraction in (3.44) looks a bit daunting it is actually easy to
conceptually understand it. The airflow at the inlet of the rack consists of two
parts, air coming from the CRAC unit and air recirculating from other racks
to the rack in question. At the outlet of the rack the airflow is composed of
the air going back to the CRAC unit and the air recirculating from the rack
in question to all the other racks. Looking closer at the numerator of (3.44)
we see that the first half is the air flowing from the CRAC unit to rack i,
and the second half is the air flowing from rack j to the CRAC unit. The
denominator is the sum of the airflow each rack receives from the CRAC
unit which is equal to the supplied airflow, fsup. In this way we can simplify
(3.44) to

Cij
3 = −cpρ

1

w

(
(γji − δji)fj +

f(CRAC to i)f(j to CRAC)

fsup

)
. (3.45)

Now in the case that i ̸= j, (3.45) is reduced to

Cij
3 = −cpρ

1

w︸ ︷︷ ︸
<0

(
γjifj︸ ︷︷ ︸
>0

+
f(CRAC to i)f(j to CRAC)

fsup︸ ︷︷ ︸
>0

)
< 0. (3.46)

Here we see that the off-diagonal terms of C3 are strictly negative.
As for the diagonal terms, i = j, we have

Cii
3 = cpρ

1

w

(
(1− γii)fi −

f(CRAC to i)f(i to CRAC)

fsup

)
. (3.47)
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Since

(1− γii)fi = fi −
n∑

l=1

γlifl︸ ︷︷ ︸
f(CRAC to i)

+

n∑
l=1,l ̸=i

γlifl, (3.48)

we have that

Cii
3 = cpρ

1

w︸ ︷︷ ︸
>0

( n∑
l=1,l ̸=i

γlifl︸ ︷︷ ︸
>0

+ f(CRAC to i)︸ ︷︷ ︸
>0

(
1−

f(i to CRAC)

fsup︸ ︷︷ ︸
>0

))
> 0. (3.49)

In (3.49) we see that the diagonal terms ofC3 are strictly positive. This con-
cludes the proof. �





CHAPTER 4

Solving linear constrained optimization problems
under hard constraints using projected

dynamical systems

abstract

This chapter studies the convergence of projected primal-dual dyna-
mics under mild conditions on the (general) optimization problem. In
particular, we do not require strict convexity of the objective function
nor uniqueness of the optimizer. By regarding inequality constraints as
hard constraints, we construct a suitable primal-dual dynamics in the
complementarity formalism. We establish pointwise asymptotic stabi-
lity of the set primal-dual optimizers by a suitable invariance principle
involving two different Lyapunov functions. In addition, we show how
these results can be applied for online optimization in data centers.

4.1 Introduction

The focus of the research up to this point was designing controllers that react
dynamically to continuously varying data center conditions. The controllers
designed in chapter 3 work in a large operating range by having a fixed ther-
mal setpoint. However outside this operating range the fixed setpoint is no
longer valid and the controllers give faulty results.

In order to extend the usability of the controllers, it is a natural step to
investigate a way to dynamically adjust the controller setpoint in reaction to
changing operating conditions. As the setpoint follows from the solution of
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the optimization problem described in section 3.3, this can be achieved by
dynamically solving this optimization problem.

Besides variable operating conditions, it is also possible to have power
state switching of the computational equipment. Power state switching has
the potential for large reductions in energy consumption, see chapter 5, so
incorporating this behavior in our control algorithms increases their utility
greatly. Power state switching alters the constraints to the optimization pro-
blem, which in turn affects the solution of the optimization problem. Dyn-
amically solving for the desired setpoint, allows the algorithms to cope with
variable system parameters as well.

The (constrained) primal-dual dynamics is a well-known continuous-
time algorithm for determining the primal-dual optimizers of a constrai-
ned convex optimization problem. The research on these dynamics has
a rich history starting from the classical work of (Arrow et al., 1958) and
has regained interest in the last decade, see for example (Jokić, Lazar, and
Bosch, 2009; Cherukuri, Mallada, and Cortés, 2016; Goebel, 2017; Feijer
and Paganini, 2010). In particular, the passivity property that the primal-
dual dynamics naturally admits (Stegink, De Persis, and Van Der Schaft,
2015) has been exploited in numerous applications including network flow
control (Wen and Arcak, 2004), power networks (Stegink, De Persis, and
Van Der Schaft, 2017), data centers (Van Damme, De Persis, and Tesi, 2018)
and energy efficient buildings (Hatanaka et al., 2017).

However, throughout the literature several assumptions on the under-
lying optimization problem are typically made. Firstly, most works consider
soft constraints meaning that the constraints may be violated throughout
execution of the algorithm. However, this may not be feasible when con-
sidering for example (input) saturation or non-negativity constraints. In
addition, in the previous mentioned references strict convexity of the ob-
jective function is required for the stability analysis. An exception is the
work of (Richert and Cortés, 2015), but here (i) linear programs are consi-
dered which (ii) are in standard form.

In this chapter we relax some of the commonlymade assumptions in the
literature while retaining the asymptotic stability properties of the primal-
dual dynamics. More specifically, the contributions are summarized as fol-
lows.
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1. We consider hard inequality constraints, that is, constraints that may
not be violated throughout execution of the algorithm.

2. A general form of the (in)equality constraints is considered, not only
(decoupled) box constraints.

3. Only convexity is required for the objective function, capturing also
the special case of linear programs.

4. We do not assume uniqueness of the optimal point. Instead, we esta-
blish convergence

(a) to the set of primal-dual optimizers.

(b) to a point within this set.

5. We show the results can be used for online thermal-aware job sche-
duling in data centers.

In the problem setup, we consider a general constrained convex opti-
mization problem and write the associated primal-dual dynamics as a com-
plementarity system. By implicitly using the equivalence with evolutionary
variational inequalities and projected dynamical systems as shown in (Bro-
gliato et al., 2006), we can show that there exists a unique (slow) solution
of the primal-dual dynamics, which in addition is continuous with respect
to the initial condition. These properties of the dynamics are exploited to
establish pointwise asymptotic stability of the set of primal-dual optimizers.

In the last part of this chapter, we apply the suggested primal-dual algo-
rithm to find the setpoint for the thermal-aware controller designed in chap-
ter 3 and simulate the interconnection of the primal-dual algorithm and the
integral controllers in the data center framework considered in this thesis.
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4.2 Convergence of projected primal-dual dynamics

We consider a convex optimization problem of the form

minimize
x∈Rn

f(x) (4.1a)

subject to Ax = b (4.1b)
g(x) 4 0, (4.1c)

with g(.) =
[
g1(.) . . . gq(.)

]
, A ∈ Rm×n, b ∈ Rm. The inequality (4.1c)

holds element-wise. For problem (4.1) we assume the following.

Assumption 4.1 (Convexity and Slater’s condition).
f, g1, . . . , gq : Rn → R are continuously differentiable convex functions
and there exists an x ∈ Rn such thatAx = b, and gi(x) < 0, ∀i = 1, . . . , q.
�

In particular, Assumption 4.1 ensures that strong duality of problem
(4.1) holds, see (Boyd and Vandenberghe, 2004). As a result x̄ ∈ Rn is
an optimizer of (4.1) if and only if there exists λ̄ ∈ Rm, µ̄ ∈ Rq such that
the Karush–Kuhn–Tucker (KKT) optimality conditions of (4.1), which are
given by

0 = ∇f(x̄) +AT λ̄+∇g(x̄)µ̄,

0 = Ax̄− b,

0 < g(x̄) ⊥ µ̄ < 0,

(4.2)

are satisfied. Here ∇g(.) =
[
∇g1(.) . . . ∇gq(.)

]
. It will be convenient

later to define the set of optimal points by

Ω = {(x̄, λ̄) : ∃µ̄ ∈ Rq such that (4.2) holds} ⊂ Rn+m.

In the sequel, we assume that there exists at least one primal-dual triple
(x̄, λ̄, µ̄) satisfying (4.2), i.e., Ω ̸= ∅. Based on the KKT conditions (4.2),
we propose the following projected primal-dual dynamics1 to deal with the

1Although (4.3) is represented in the complementarity formalism, we will refer to it as a
projected system for notational convenience and its equivalence with a projected dynamical
system is shown later.
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hard constraints (4.1c).

ẋ
a.e.
= −∇f(x)−ATλ−∇g(x)µ−ATΞ(Ax− b), (4.3a)

λ̇
a.e.
= Ax− b, (4.3b)

0
a.e.
< g(x) ⊥ µ

a.e.
< 0. (4.3c)

Here ‘a.e.’ stands for almost everywhere, and Ξ ∈ Rm×m is a positive defi-
nite matrix. Note that the last term of (4.3a) does not alter the equilibria of
(4.3). Moreover, this augmented term improves the convergence rate of the
dynamics (see e.g. Simpson-Porco, 2016) and allows for weaker assump-
tions on the objective function for the convergence as we will show later.
The state variables x, λ are denoted compactly as x := (x, λ) ∈ Rn, with
n = m + n. As observed from (4.3), the (x, λ)-dynamics are projected on
the closed convex set K = {x ∈ Rn : g(x) 4 0}. Furthermore note that
the set of equilibria of (4.3) is identical to Ω ⊂ K .

The following result guarantees the existence and uniqueness of a so-
lution x(t, t0, x0) of (4.3) for t ≥ t0 and x0 ∈ K . Moreover, the unique
solution can be proven to be slow, that is, ẋ(t) is of minimal norm in the set
it belongs to:2

ẋ = −∇f(x)−ATλ−ATΞ(Ax− b)−∇g(x)µ,

λ̇ = Ax− b,
(4.4)

µ∈argmin
µ̂i≥0,i∈I(x)
µ̂i=0,i/∈I(x)

∥∥∇f(x)+ATλ+ATΞ(Ax−b)+∇g(x)µ̂
∥∥

(4.5)

with I(x) := {i : gi(x) = 0} and ẋ ≡ ẋ(t; t0, x0), µ ≡ µ(t).

Proposition 4.1 (Existence and uniqueness of solutions).
Let Assumption 4.1 hold. Then for each x0 ∈ K , there exists a unique solution
x(t; t0, x0) ∈ C0([t0,∞);Rn) of (4.3), which is slow and right-differentiable
on [t0,∞).

2Note that by exploiting closedness and convexity of (4.5), at each time t there is a unique
ẋ(t) (and λ̇(t)) of minimal norm.
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Proof. Let the function F be defined by

F (x) = F (x, λ) =

[
∇f(x) +ATλ+ATΞ(Ax− b)

−(Ax− b)

]
.

We observe that F is hypomonotone, see (Brogliato and Goeleven, 2005, Re-
mark 3). Then the existence and uniqueness of solutions of the system (4.3)
is guaranteed by (Brogliato et al., 2006, Theorem 1) as K is closed and con-
vex, F is a hypomonotone operator and the fact that the constraint qualifi-
cations are guaranteed by Slater’s condition (Assumption 4.1). �

In addition, the solutions of (4.3) are continuous with respect to the ini-
tial condition, which is crucial for showing that the limit set Λ(x0) defined
by (4.6) is invariant

Λ(x0) :={z :∃{τi}⊂ [t0,∞); τi→∞, x(τi; t0, x0)→z}. (4.6)

Proposition 4.2 (Continuity w.r.t. the initial condition).
Consider the system (4.2) and suppose Assumption 4.1 holds. Let t ≥ t0 be
fixed. Then the function

x(t; t0, .) : K → Rn, x0 7→ x(t; t0, x0), (4.7)

is continuous.

Proof. The claim follows from the fact that F is monotone, the equivalence
between complementarity systems and evolutionary variational inequalities,
and (Brogliato and Goeleven, 2005, Theorem 2). �

Nowwe come to themain result, which establishes pointwise asymptotic
stability of (4.3).

Theorem 4.1 (Convergence of primal-dual dynamics (4.3)).
Consider system (4.3) and let Assumption 4.1 hold. The set of optimizers Ω is
asymptotically stable. Moreover, the convergence of each trajectory x(t, t0, x0)
of (4.3) with x0 ∈ K is to a point in Ω.

Remark 4.1 (Structure of the proof). The proof of Theorem 4.1 consists of
two parts. Firstly, we invoke the usual arguments of the invariance principle
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along the lines of (Brogliato andGoeleven, 2005) to show convergence to the
nonempty limit set. Here we exploit the properties of the complementarity
system which allows for a more convenient and shorter proof. For comple-
teness, we include the full proof of this result. In the second part of the proof
we use ideas from (Arsie and Ebenbauer, 2010) to further characterize the
limit set and to show that it is contained in the set of equilibria. We finalize
the proof by showing that the convergence is to a point.

Proof. Let x̄ := (x̄, λ̄) ∈ Ω and let x0 := (x0, λ0) ∈ K be given. We show
first that limit set Λ(x0) is invariant.

Invariance of Λ(x0): Let z ∈ Λ(x0) be given. Then there exists a time
sequence τi, i = 1, 2, . . .with τi → ∞ as i → ∞ such that limi→∞ x(τi; t0, x0) =
z. Let τ ≥ t0 be given. By continuity w.r.t. the initial conditions (Propo-
sition 4.2) we have limi→∞ x(t; t0, x(τi; t0, x0)) = x(t; t0, z). Then by the
uniqueness of solutions (Proposition 4.1) we have x(τ ; t0, x(τi; t0, x0)) =
x(τ−t0+τi; t0, x0) and therefore limi→∞ x(τ−t0+τi; t0, x0) = x(τ, t0, z).
Settingwi = τ − t0 + τi we see that wi ≥ t0, wi → ∞ and x(wi; t0, x0) →
x(τ ; t0, z). Thus x(τ ; t0, z) ∈ Λ(x0).

Limit points correspond to sublevel set of V : Consider the function
V (x) = V (x, λ) = 1

2 ∥x− x̄∥2 + 1
2

∥∥λ− λ̄
∥∥2, then there exists a compact

sublevel set Ψ of V such that x0 ∈ Ψ since V is radially unbounded. We
claim that

V (y) = k, ∀y ∈ Λ(x0). (4.8)

Let T > 0 be given. Let us define the mapping V ∗ : [t0,∞) → R by
V ∗(t) = V (x(t; t0, x0)). The function x(.) ≡ x(.; t0, x0) is absolutely
continuous on [t0, t0 + T ] and thus V ∗ is a.e. strongly differentiable on
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[t0, t0 + T ]. Specifically, by writing x = x(t), λ = λ(t), we have

dV ∗

dt
(t)=⟨∇V (x(t)),

dx
dt

(t)⟩=−(x− x̄)T (∇f(x) +ATλ)

−(x− x̄)T (ATΞ(Ax− b) +∇g(x)µ) + (λ− λ̄)T (Ax− b)

(4.2)
= −(x− x̄)T (∇f(x)−∇f(x̄) +∇g(x)µ−∇g(x̄)µ̄)

− ∥Ax− b∥2Ξ + (x− x̄)T (AT (λ− λ̄)−AT (λ− λ̄)) (4.9)

4 −(x− x̄)T (∇f(x)−∇f(x̄)) + g(x)µ̄+ g(x̄)µ

− ∥Ax− b∥2Ξ 4 0, a.e. t ∈ [t0, t0 + T ].

We have x ∈ C0([t0, t0 + T ];Rn), dx
dt ∈ L∞(t0, t0 + T ;Rn) and V ∈

C1(Rn;R). It follows that V ∗ ∈ W 1,1(t0, t0 + T ;Rn) and thus V ∗ is non-
increasing on [t0, t0 + T ]. Since T has been chosen arbitrary, V ∗ is non-
increasing on [t0,∞). By continuity of x(t) it then follows that the orbit
γ(x0) := {x(τ ; t0, x0); τ ≥ t0} satisfies γ(x0) ⊂ Ψ ∩K as Ψ is a compact
sublevel set of V . It results that

lim
τ→∞

V (x(τ ; t0, x0)) = k,

for some k ∈ R. Let y ∈ Λ(x0). There exists {τi} ⊂ [t0,∞) such that
τi → ∞ and x(τi, t0, x0) → y. By continuity,

lim
i→∞

V (x(τi; t0, x0)) = V (y). (4.10)

Therefore, V (y) = k. Here, y has been chosen arbitrary in Λ(x0) and thus
(4.8) holds. In addition, the set γ(x0) is bounded and thus Λ(x0) is non-
empty and

lim
τ→∞

d(x(τ, t0, x0),Λ(x0)) = 0. (4.11)

where d(x, S) denotes the Euclidian distance between x ∈ Rn and the set
S ⊂ Rn.

Dynamics on sublevel sets of V : Let z ∈ Λ(x0) be given. By the
invariance of Λ(x0) we see that x(t; t0, z) ∈ Λ(x0),∀t ≥ t0 and thus
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V (x(t; t0, z)) = k, ∀t ≥ t0. It results that

d

dt
V (x(t; t0, z)) = 0, a.e. t ≥ t0. (4.12)

Consequently, by (4.9) we have

Ax(t) = b, ∇f(x(t)) = ∇f(x̄),

g(x(t))µ̄ = 0, g(x̄)µ(t) = 0,

a.e. t ≥ t0 where x(t) ≡ x(t; t0, z). In particular, by (4.3)

ẋ(t) = c−∇g(x(t))µ(t),

λ̇(t) = 0,

0 < g(x(t)) ⊥ µ(t) < 0,

(4.13)

a.e. t ≥ t0 where c = −∇f(x̄)− ATλ(t0) is constant. By Proposition 4.1,
the unique solution of (4.13) is slow, i.e. at any time t ≥ t0, µ(t) minimizes
the norm of ẋ(t) (and λ̇(t)). Therefore µ(t) is an optimizer of the following
problem

minimize
µ̂i≥0,i∈I(x(t))
µ̂i=0,i/∈I(x(t))

{∥c−∇g(x(t))µ̂∥}, (4.14)

where I(x) := {i : gi(x) = 0}, see also (Rosen, 1965) and (Brogliato
et al., 2006). For notational convenience we do not explicitly write time-
dependency of the variables in the following part of the proof. Instead of
considering (4.14), at each time t ≥ t0 we can set µi = 0 for i ̸= I(x) and
for i ∈ I(x) solve the the equivalent minimization problem

minimize
µI(x)

1
2

∥∥c−∇gI(x)(x)µI(x)

∥∥2
subject to µI(x) < 0,

(4.15)

where gI(x)(.) is formed similarly as g(.) but by taking only the gi’s with
i ∈ I(x) and likewise µI(x) = coli∈I(x)(µi) is defined. The Lagrangian of
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(4.15) takes the form

L = 1
2

∥∥c−∇gI(x)(x)µI(x)

∥∥2 − νTI(x)µI(x),

which results in the following KKT optimality conditions.

∇gI(x)(x)
T (c−∇gI(x)(x)µI(x)) + νI(x) = 0, (4.16)

0 4 νI(x) ⊥ µI(x) < 0. (4.17)

In particular, by premultiplying (4.16) with µT
I(x) we have∥∥∇gI(x)(x)µI(x)

∥∥2 = cT∇gI(x)(x)µI(x) a.e. t ≥ t0. (4.18)

Nonincreasing functionW : Define the map W : Rn → R as W (x) =
−cTx, then

d

dt
W (x(t; t0, z))=⟨∇W (x), ẋ⟩=⟨∂W∂x (x, λ), c−∇g(x)µ⟩

= −cT c+ cT∇g(x)µ = −cT c+ cT∇gI(x)(x)µI(x)

(4.18)
= −cT c+ 2cT∇gI(x)(x)µI(x) −

∥∥∇gI(x)(x)µI(x)

∥∥2 (4.19)

= −
∥∥c−∇gI(x)(x)µI(x)

∥∥2 4 0, a.e. t ≥ t0.

By using the same arguments as before, W ∗(t) := W (x(t; t0, z)) is non-
increasing on [t0,∞). Moreover, we have γ(z) ∈ K ∩ Ψ and thus W ∗ is
bounded from below on [t0,∞). It results that

lim
τ→∞

W (x(τ ; t0, z)) = α, (4.20)

for some α ∈ R.
Limit points correspond to sublevel sets of W : Since z ∈ Λ(x0), there

exists a sequence {τi} ⊂ [t0,∞) such that τi → ∞ and limi→∞ x(τi, t0, x0) =
z. By the uniqueness of solutionswe have that x(τ ; t0, x(τi; t0, x0)) = x(τ−
t0 + τi; t0, x0). By taking the limit i → ∞ and the continuity with respect
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to the initial condition we therefore have that

lim
i→∞

x(τ ; t0, x(τi; t0, x0)) = x(τ, t0, z)

= lim
i→∞

x(τ − t0 + τi; t0, x0).

As a result, by (4.20)

lim
τ→∞

W (lim
i→∞

x(τ − t0 + τi; t0, x0))= lim
t→∞

W (x(t; t0, x0))=α.

By repeating the same arguments as for (4.10), we have

W (y) = α ∀y ∈ Λ(x0).

Limit points are equilibria: In particular, W (z) = α and

W (x(t; t0, z)) = α ∀t ≥ t0,

as x(t; t0, z) ∈ Λ(x0), ∀t ≥ t0. It results that

d

dt
W (x(t; t0, z) = 0 a.e. t ≥ t0,

and thus c = ∇gI(x)(x)µI(x) = ∇g(x)µ by (4.19), stating that ẋ(t; t0, z) =
0,∀t ≥ t0. Hence, z ∈ Ω. Since z was chosen arbitrary, it follows that
Λ(x0) ⊂ Ω.

Asymptotic stability ofΩ: Since x0 ∈ K, x̄ ∈ Ωwere chosen arbitrary,
each point in Ω is Lyapunov stable. In addition, by (4.11) and Λ(x0) ⊂ Ω
we obtain for each x0,

lim
τ→∞

d(x(τ, t0, x0),Ω) = 0. (4.21)

Hence, the set Ω is asymptotically stable. Finally, we show that the conver-
gence is to a point.

Convergence to a point: Let x0 ∈ K and consider the function Ṽ (x) =
1
2 ∥x − z∥2 where z ∈ Λ(x0) ⊂ Ω. Then there exists a sequence {τi} ⊂
[t0,∞) such that x(τi; t0, x0) → z. Given ϵ > 0, let k ∈ Z be such that
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1
2 ∥x(τk; t0, x0)− z∥2 ≤ ϵ. Then we know that 1

2 ∥x(t; t0, x0)− z∥2 ≤ ϵ

for all t ≥ τk as the sublevel set {x : Ṽ (x) ≤ ϵ} = {x : 1
2 ∥x − z∥2 ≤ ϵ}

of Ṽ is forward invariant by (4.9), taking V ∗(t) = Ṽ (x(t; t0, x0)). As ϵ > 0
can be taken arbitrary small, we conclude that the convergence is to a point.
�

Remark 4.2 (Comparison with (Goebel, 2017)). The dynamics (4.3) can be
interpreted as special case of the projected saddle point dynamics of (Goebel,
2017). To see this, define

H(x, λ) =

{
h(x, λ) if g(x) 4 0

∞ if g(x) � 0
,

h(x, λ) = f(x) + λT (Ax− b) + ∥Ax− b∥2Ξ ,

and note that ẋ = PTKx (x)
(−∇xh(x, λ)), λ̇ = ∇λh(x, λ)withKx = {x ∈

Rn : g(x) 4 0} and TKx(x) denoting the tangent cone at xwith respect to
Kx. However, it remains an open question whether (Goebel, 2017, Assump-
tion 3.2) holds for this case, which in that work is required for establishing
pointwise asymptotic stability.

4.2.1 Primal-dual dynamics with gains

Now we discuss briefly how we can extend the previous results to the modi-
fied projected primal-dual dynamics

LxL
T
x ẋ

a.e.
= −∇f(x)−ATλ−ATΞ(Ax− b)−∇g(x)µ,

LλL
T
λ λ̇

a.e.
= Ax− b, (4.22)

0
a.e.
< g(x) ⊥ µ

a.e.
< 0.

with symmetric gain matrices of the form LxL
T
x > 0, LλL

T
λ > 0, Lx ∈

Rn×n, Lλ ∈ Rm×m. Define x̃ = LT
xx, λ̃ = LT

λλ and define f̃ : Rn → R
as x̃ 7→ f(L−T

x x̃), and g̃ : Rn → R1×q as x̃ 7→ g(L−T
x x̃). In addition,

let Ã = L−1
λ AL−T

x , b̃ = L−1
λ b, Ξ̃ = LλΞL

T
λ , µ̃ = µ. We observe that the
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system (4.22) can then be rewritten as

˙̃x
a.e.
= −∇f̃(x̃)− ÃT λ̃− ÃT Ξ̃(Ãx̃− b̃)−∇g̃(x̃)µ̃,

˙̃
λ

a.e.
= Ãx̃− b̃,

0
a.e.
< g̃(x̃) ⊥ µ̃

a.e.
< 0.

(4.23)

It is easily seen that f̃ , g̃i, i = 1, . . . , q are convex functions. Hence, by
applying Theorem 4.1 to (4.23), we establish convergence to an (optimal)
equilibrium for both the transformed system (4.23) as well as the original
system (4.22) with positive definite gain matrices.

4.2.2 Strict convexity case

The convergence result of Theorem 4.1 relies on the fact that Ξ which ap-
pears in (4.3) is a positive definite matrix. Indeed, if this assumption is not
satisfied, then oscillations may occur or the trajectories are divergent.

Example 4.1 (No convergence if Ξ ≯ 0). Consider the simple optimization
problem

minimize
x∈R

x

subject to x = 1

which by (4.3) results in the following primal-dual dynamics

ẋ = −1− λ− Ξ(x− 1)

λ̇ = x− 1
(4.24)

with Ξ ∈ R. The convergence of (4.24) is guaranteed for Ξ > 0 by Theo-
rem 4.1. However, the trajectories are oscillatory for Ξ = 0 and divergent
for Ξ < 0.

However, under the assumption that the objective function f is strictly
convex, the convergence result is unaffected for general positive semi-definite
Ξ.
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Proposition 4.3. [Convergence of (4.3) forΞ ≥ 0] Consider system (4.3) and
let Assumption 4.1 hold. Assume furthermore that f is strictly convex and Ξ
is a positive semi-definite matrix. The set of optimizers Ω is asymptotically
stable. Moreover, the convergence of each trajectory x(t, t0, x0) of (4.3) with
x0 ∈ K is to a point in Ω.

Proof. Theproof of Proposition 4.3 is analogous to the proof ofTheorem4.1
with the following changes. Let (zx, zλ) ∈ Λ(x0). Since f is strictly convex
it follows by (4.9) and (4.12) that x(t; t0, zx) = x̄ and λ(t; t0, zλ) = zλ for
all t ≥ t0. As a result, Λ(x0) ⊂ Ω. �

4.3 Data center case study

Now that we have established a primal-dual algorithm for dynamically sol-
ving convex optimization problems, we can apply the algorithm in the case
of data centers. In Theorem 3.1 we have shown that the optimal data center
operating point can be found by solving a linear optimization problem. That
optimization problem is given by

min
Tout

− CT
1 Tout (4.25a)

s.t. 0 4 C3Tout + C4(D
∗) 4 Dmax (4.25b)

Tout 4 Tsafe, (4.25c)

where C1, C3, C4 are defined in Lemma 3.2 and Lemma 3.3, D∗ is the total
workload which has to processed by the data center at a given time, Tsafe is
the maximally allowed temperature of the units, Dmax is the computational
capacity of the units, andC3Tout+C4(D

∗) = D is the relation between the
chosen temperature profile and the necessary workload allocation to achieve
that temperature profile.

The solution to (4.25), T̄out, is the desired temperature distributionwhich
guarantees the minimal energy consumption of the cooling equipment in
the data center. With this solution, (4.25b), and a similar relation for Tsup,
it is then possible to design controllers for the cooling equipment and the
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workload distribution, D, which steer the system to the optimal tempera-
ture profile.

The controllers for the supply temperature, (3.27), and the workload dis-
tribution, (3.28), are derived in chapter 3. These controllers are designed to
dynamically adjust Tsup and D based on temperature measurements at the
units,

Ṫsup = 1TATZ(Tout − T̄out),

Ḋ = (
11T

n
− In)B

TZ(Tout − T̄out),

where the above parameters are defined in section 3.6.
Ideally T̄out is equal to Tsafe, however at very high or very low workload

levels the computational bounds will cause the optimal solution to deviate
from Tsafe. To allow for these edge cases we apply the proposed primal-
dual algorithm from this chapter to find the optimal temperature profile.
Adapted to the example of data centers, and augmented with an arbitrary
gain LT̄out ∈ Rn×n, this algorithm is given by

LT̄out
˙̄Tout = C1 −

[
−CT

3 CT
3 I

]
µ

0 <

−C3

C3

I

 T̄out +

 −C4(D
∗)

C4(D
∗)−Dmax
−Tsafe

 ⊥ µ < 0.
(4.26)

4.3.1 Simulation results

To test the performance of the algorithm we simulate a realistic data cen-
ter setting where a high level of workload is applied to the data center, i.e.
91.7% of the total computing capacity of the data center. The simulations
results are given in Figure 4.1 to 4.3. The same simulation setup is used as
in chapter 3, where the data center consists of 30 units, each with a maxi-
mum allowed temperature of Tsafe = 30 ◦C, and a computational capacity
of Dmax = 20 tasks. To have the convergence time within acceptable limits
we set the gainLT̄out =

1
20In. The simulation is initialized relatively far away
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Figure .: Convergence of T̄ est
out to the solution of optimization problem (4.25),

T̄ sol
out . Within 4 seconds our primal-dual algorithm converges to the real optimal

solution.
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Figure .: Evolution of the estimated optimal temperature of each unit. The safe
temperature threshold of 30 ◦C is not violated during the transient.
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Figure .: Evolution of the estimated optimal workload assignment to each unit.
The computational capacity of each unit, between 0 and 20 tasks is never violated

during transient.
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Figure .: Interconnection between the primal-dual al-
gorithm (PDS) and the integral controllers (C) and the

thermodynamics (P).

from the optimal solution and we see in Figure 4.1 that using our primal-
dual algorithm, the estimated optimal solution T̄ est

out converges to the real
optimal solution of (4.25), T̄ sol

out , in 4 seconds. To check that the constraints
are indeed not violated during the transient, the temperature evolution is
plotted in Figure 4.2, and the workload assignment is plotted in Figure 4.3.
Here we see that the temperature never exceeds the safe threshold of 30 ◦C
and that the assigned workload never exceeds the computational bound of
20 tasks.

4.4 Interconnection with physical system

Nowwe have established a primal-dual controller that can dynamically con-
verge to the optimal solution in any situation, we interconnect the primal-
dual controller with integral controllers (C), given by (3.27) and (3.28). In
Figure 4.4 a schematic of this interconnection is depicted. The integral con-
trollers (C) are connected in feedback with the thermodynamic system (P),
and are driven by the reference point T̄out generated by the primal-dual al-
gorithm (PDS) (4.26). The primal-dual algorithm takes its own output com-
bined with the total workload (D∗) in the data center and converges to the
optimal solution, T̄ sol

out . Themathematical formulation of the total controller
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resulting from this interconnection is given by

Ṫsup = 1TATZ(Tout − T̄out),

Ḋ = (
11T

n
− In)B

TZ(Tout − T̄out),

LT̄out
˙̄Tout = C1 −

[
−CT

3 CT
3 I

]
µ,

0 <

−C3

C3

I

 T̄out +

 −C4(D
∗)

C4(D
∗)−Dmax
−Tsafe

 ⊥ µ < 0.

(4.27)

Currently it remains an open problem whether this interconnection is
stable and the temperature distribution and the control inputs will converge
to the optimal values, as standard Lyapunov analysis fails to prove stability.
Alternatively stability might be found by proving passivity of the integral
controllers and the primal-dual controller, however this has not been shown
yet. Practically however, the system will be stable if we can guarantee that
the primal-dual controller converges quickly enough to the optimal solu-
tion. That is, the optimal solution, T̄ sol

out , is reached fast enough such that
the integral controllers are given enough time to converge to the desired
setpoint. Given that we can tune the convergence time of the primal-dual
controller by adjusting the controller gain, LT̄out , practically this should be
possible to achieve.

4.4.1 Simulating interconnection

To study the practical stability of the interconnection, we update the simu-
lation results in section 3.7 to include the primal-dual algorithm. This time
we study the response of the interconnection under two different workload
traces, similarly as in Figure 6a and 7a in (Vasic, Scherer, and Schott, 2010).
The first workload trace is the synthetic workload trace used in section 3.7
and depicted again here in Figure 4.5. This workload trace is characterized
by piecewise constant load levels with (larger) jumps between different lo-
ads. The second workload trace, Figure 4.6, is based on real workload traces
from the NASA Kennedy Space Center web server from Monday, July 3 of
1995. This workload trace is characterized by much smoother and smaller
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transitions between different time steps albeit with a much higher jump fre-
quency. For the synthetic workload trace the load level is changed every 7.5
minutes, for the realistic workload trace the load level is changed every 1.5
minute.

As stated before, the practical stability of the interconnection is depen-
dent onwhether the workload remains constant long enough for the primal-
dual algorithm to converge to the optimal solution. With bothworkload tra-
ces we can study the behavior of the controller under frequent, small jumps,
and less frequent, larger jumps. We will study the convergence rate and sta-
bility with both workload traces.

In Figure 4.7 to 4.22, the figures on the left side depict the simulation
results for the synthetic workload trace and the figures on the right side de-
pict the results for the realistic workload trace. The full simulation is run
for all the units in the system, however for clarity the results are shown for
4 selected units. The insets show the full simulation whereas the main win-
dow shows a zoom of single transitions in order to see the system behavior
in more detail. The simulation starts when the optimal temperature distri-
bution is the ideal distribution, every unit has a desired temperature equal
to the maximally allowed temperature of Tsafe. In the middle of the simula-
tion, the workload level rises such that the optimal temperature distribution
deviates from the ideal distribution. Finally load levels lower again and the
optimal distribution is again the ideal distribution. In Figure 4.7 and 4.8
the setpoint as calculated by the primal-dual controller is depicted, and in
Figure 4.9 and 4.10 the deviation of this setpoint from the optimal setpoint
is depicted. We see that the larger jumps in the synthetic workload trace
cause larger deviations from the optimal setpoints during load level transi-
tions compared to the more realistic workload trace. The convergence time
of the primal-dual algorithm however is still very short, 6.5 seconds for the
synthetic trace versus 1.5 seconds for the realistic trace.

In Figure 4.11 to 4.16 the deviation of the temperature of 4 selected units,
the supply temperature, and the workload distribution for the 4 selected
units, with respect to the optimal values is plotted. Again we see larger de-
viations for the synthetic workload trace during load changes than for the
realistic workload trace. The convergence time for both types of workload
however is similar here, both around 0.01 hour = 36 seconds.
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Figure .: Synthetic workload trace used in
section 3.7 as well. Characterized by large jumps

between consecutive load levels.
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Figure .: Workload trace based on real wor-
kload traces from the NASA Kennedy Space
Center web server from Monday, July 3 of 1995.
Characterized bymuch smoother transitions be-

tween consecutive load levels.
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Figure .: Temperature setpoint for thermal-
aware controller for the synthetic workload

trace.
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Figure .: Temperature setpoint for thermal-
aware controller for the realistic workload trace.
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Figure .: Difference between temperature
setpoint and optimal setpoint for the synthetic

workload trace.
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Figure .: Difference between temperature
setpoint and optimal setpoint for the realistic

workload trace.
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Figure .: Difference between actual tempe-
rature distribution and optimal temperature dis-
tribution for the synthetic workload for 4 se-

lected units.
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Figure .: Difference between actual tempe-
rature distribution and optimal temperature dis-
tribution for the realistic workload for 4 selected

units.
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Figure .: Difference between actual supply
temperature and optimal supply temperature for

the synthetic workload.
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Figure .: Difference between actual supply
temperature and optimal supply temperature for

the realistic workload.
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Figure .: Difference between actual wor-
kload distribution and optimal workload distri-
bution for the synthetic workload for 4 selected

units.
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Figure .: Difference between actual wor-
kload distribution and optimal workload distri-
bution for the realistic workload for 4 selected

units.
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Figure .: Actual temperature distribution
for the synthetic workload for 4 selected units.
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Figure .: Actual temperature distribution
for the realistic workload for 4 selected units.
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Figure .: Actual supply temperature for the
synthetic workload.

0 5 10 15 20

10

12

14

16

18

20

22

Figure .: Actual supply temperature for the
realistic workload.
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Figure .: Actual workload distribution for
the synthetic workload for 4 selected units.

0 5 10 15 20

0

5

10

15

20

25

Figure .: Actual workload distribution for
the realistic workload for 4 selected units.
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Finally in Figure 4.17 to 4.22 the actual values for the temperature dis-
tribution, supply temperature, and the workload distribution are given. The
integral controllers are not designed to take the temperature and workload
constraints into account. Therefore during the transient we see that the
temperature and workload distribution sometimes violate these constraints,
30◦C for the temperature of the units and 20 CPU’s for the workload distri-
bution. Again for the synthetic workload trace we see larger violation be-
cause the changes in load level are larger as well. Still as intended, the tem-
perature and workload distribution stay very close to the constraint boun-
daries.

4.5 Conclusions

We considered the stability of constrained primal-dual dynamics represen-
ted by a complementarity system. For each unique (slow) solution initi-
alized in the feasible set, we established the convergence to a primal-dual
optimizer of the underlying constrained optimization problem. The stabi-
lity proof involves the use of a generalized invariance principle using two
different storage functions and the result relies only on mild assumptions
including the convexity of the objective function and the existence of at le-
ast one primal-dual optimizer.

The primal-dual algorithm is interconnected with the integral control-
lers designed in chapter 3. Practical stability has been shown for the data
center simulation considered in this thesis. Two workload traces were stu-
died, one with slower but larger jumps, the other with more frequent but
smaller jumps. In both situations the interconnected controller is able to
drive the system to the optimal state after every jump in load. Showing that
in practice the interconnection can behave in a stable manner.

Extensions to the primal-dual algorithm includes studying the robust-
ness of the proposed primal-dual algorithm, possibly in the lines of (Cheruk-
uri et al., 2017) and (Richert and Cortés, 2015). Another research direction
is to study initialization-free algorithms as for example in (Yi, Hong, and Liu,
2016) which allows for a plug-and-play implementation of the constrained
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primal-dual dynamics. Lastly we would like to further study the intercon-
nection of the proposed primal-dual algorithm with other physical systems
to analyzemore real-time applications of the algorithm in dynamic environ-
ments.



CHAPTER 5

Combining thermodynamics with power-aware
control techniques in data centers:

A simulation study

abstract

Advanced power management and cooling techniques for data centers
often co-exist as separate entities in current-day operation of data cen-
ters. In this chapter we propose to combine these techniques to achieve
greater power savings. To this end, a theoretical thermal-aware mo-
del is integrated in an extensive simulation framework for data centers
using power and performancemodels, which allows for a detailed study
in power, performance and thermal metrics. In this chapter we com-
pare four distinct cases for studying the effect on these metrics: a data
center with (i) basic functionality; (ii) advanced cooling; (iii) advan-
ced power management; and (iv) a combination thereof. The combi-
ned case shows a significant reduction in the energy consumption com-
pared to the other cases while performance and thermal demands are
kept intact. The combination of these techniques shows improvements
in energy savings and shows it is meaningful to investigate further into
smart combined energy saving techniques.

5.1 Introduction

From 2000 to 2006 the annual energy consumption of United States data
centers increased from 28.5 billion kWh to 61.8 billion kWh, whereas in
the years from 2006 to 2014, the annual energy consumption only increased
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to 69.8 billion kWh (Shebabi et al., 2016). This small growth in energy con-
sumption comes from efforts among data center owners to push back the
energy consumption of their data centers.

Energy savings in data centers can be achieved by means other than
looking at thermodynamics as well. According to (Shebabi et al., 2016), the
threemain energy-efficiency improvements that contribute to this flattening
are (i) advanced cooling strategies, (ii) power proportionality, and (iii) ser-
ver consolidation. Advanced cooling strategies focus on techniques that in-
crease the thermal efficiency of the data center like hot aisle isolation, econo-
mizers, and liquid cooling, techniques studied up to now in this thesis. Po-
wer proportionality is achieved with power management software and har-
dware, whereas server consolidation focuses on running current workload
on as few servers as possible, in order to decrease the amount of hardware
necessary in the data center.

While these three areas separately show many improvements, we be-
lieve that more improvements can be gained by combining these areas, spe-
cifically combining the area of advanced cooling strategies with the area of
power proportionality. In this chapter, we investigate the cooperation be-
tween strategic power management control and strategic thermal control.
Besides possible energy consumption benefits, this study allows us to show
the general applicability of both these modeling approaches.

Recently, a simulation framework has been introduced to analyze mo-
dels for both power and performance in data centers that use power ma-
nagement techniques to reduce its energy consumption (Postema and Ha-
verkort, 2015; Postema and Haverkort, 2017). In this framework it is easy
to study power and performance metrics of high-level models for any given
data center configuration and workload characteristic. Already these kind
of analyses provide helpful insights in the design phase of data centers. In
chapter 2-3, a thermodynamical framework has been introduced with ac-
companying controllers for CRAC cooling control and workload distribu-
tion in order to minimize the energy consumption of the cooling system.

In this chapter we propose to integrate the thermal-aware controllers
in the existing simulation framework to study the interaction between the
power management strategies from (Postema and Haverkort, 2017) and the
thermal-aware controllers from (Van Damme, De Persis, and Tesi, 2018).
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Individually these areas have received much attention by researchers, e.g.
(Hameed et al., 2014) and references therein, however the combination of
these two fields is much less studied (Zhang et al., 2016). These results con-
tribute to the existing state-of-the-art by providing an extensive simulation
study that shows the viability of combining these two distinct control stra-
tegies and study the improvements that can be made by combining the two
approaches.

The remainder of this chapter is organized as follows. In section 5.2 the
models are introduced and their integration into the simulation framework
is discussed. Next, the simulation configuration is given in section 5.3 and
different control scenarios are described in section 5.4. Finally, the simula-
tion results are studied in section 5.5.

5.2 Model integration

In this section we explain how the different models are integrated in the
simulation framework as well as explaining the background of each of the
models.

Overview. Figure 5.1 shows an overview of how the differentmodels are
connected and how they interact with each other. In order to get the most
realistic models, we interact with industrial partners in order to obtain re-
alistic data center configurations and parameters. These characteristics are
given to each of the models, 1–3. The temperature of each unit and the op-
timal job distribution is communicated to the server models and to the job
dispatcher, 4. Moreover, the performance of the data center is monitored
via power metrics available in the models, 7 and 8. Depending on the cho-
sen control strategy the dispatcher schedules jobs among the servers using
the optimal thermal-aware distribution or using strategic power manage-
ment related criteria according to the current state of the metrics, or both.
The energy consumption of the computer room air conditioning (CRAC) is
calculated using the thermodynamics and is communicated to the cascade
model, 6 and 9; the energy consumption of the other infrastructural compo-
nents remain linearly dependent on the energy consumed by IT equipment,
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5. The total data center energy consumption is sent to the power manage-
ment module, 10.

Data flow. The models are initialized and calibrated with the data cen-
ter parameters only once at the start of the simulation, 1–3. During the si-
mulation, the thermal models are updated every 0.1 seconds. The power
consumption and related metrics are updated in an event-based fashion:
every time a job enters or leaves the data center. Every time the total po-
wer consumption of the units changes, the optimal workload distribution
according to the thermal-aware controller and/or the number of required
active units is calculated and send to the server/dispatcher models, 4 and 7.
After every change in unit power consumption, the new power consump-
tion is transmitted to the power management controllers, 8, and the cascade
model, 5. The supply temperature setpoint is updated every time the tem-
perature changes, every 0.1 seconds, 6, and the new power consumption is
transmitted to the cascade model, 9.

5.2.1 Data center infrastructure

The data center structure used in this simulation framework is the same as
in chapter 2. The hierarchical structure remains the same and as a reminder
is depicted in Figure 5.2.

The power and performance models will adhere closely to this hierarchy
as explained in the following subsections.

5.2.2 Thermodynamical model

The thermodynamical model is taken from chapter 2 and remains unchan-
ged in this chapter.

5.2.3 Power and Performance Models

Themodels for power and performance are based on earlier work from (Pos-
tema and Haverkort, 2015). Here we explain how each model is adapted to
fit in the current framework.

Performance. The performance models are extended with a two-level
scheduling algorithm, see Figure 5.3. A central dispatcher distributes jobs
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Figure .: Detailed integration of thermal-, power- and
performance-aware models for data centers.

Figure .: Hierarchical overview of the data center. The
same hierarchy is used as in chapter 2



84 Chapter 5. Combined thermal- and power-aware control

Figure .: Our extended dispatcher schedules jobs to
the queues of the servers 1 to N via the hierarchy of the
units 1 to n using a two-level scheduling algorithms in

Thermal-Aware (TA) or Round-Robin (RR) fashion.

to one of the n units using a scheduling algorithm of choice. Then, jobs are
scheduled in round-robin fashion to servers 1 to N inside the unit. As in
the original work, each server comprises a G|G|1|∞|∞ queue with a FIFO
buffer.

Power consumption of IT equipment. The power consumption at time
t for each of these servers is equal to the predefined amount R(k) for each
power state k as can be seen in Figure 5.4. Each state has a fixed power con-
sumption with the exception of the processing state. As each server can have
multiple computing cores, the power consumption of the processing state is
also dependent on the number of active cores. The power consumption for
the processing state is therefore given by R[pc] = R[id] + wiDs(t), where
Ds is the number of active cores in server s, andwi, the power consumption
per active core for the unit the server resides in. The power consumption of
unit i is then given by the sum of the power consumption of the servers
inside the unit.

The main power management feature is the ability to switch between
global power states. This allows data center operations to adapt power con-
sumption levels at the cost of time spent switching between global power
states and therefore decreased performance.
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Figure .: The powermodel for switching between three
global power states: Asleep, On, and Off. The power con-
sumption of each state is denoted byR(k) where k deno-

tes the current power state.

Power consumption of data center. Based on the IT equipment an es-
timation of the power consumed by other necessary infrastructural com-
ponents can be computed using simple linear functions, which is called the
cascade model. The power consumption of the CRAC is calculated with

PAC(Tout(t), Tsup(t)) =
Qrem(t)

COP(Tsup(t))
, (5.1)

where each part of this calculation is explained in section 2.5. The total data
center power consumption is then calculated by the sum of PAC , and the
power consumption of the IT equipment and the other infrastructural com-
ponents, as calculated by the cascade model.

5.2.4 Advanced Cooling Control

The thermodynamical control in the simulation is done via the integral con-
trollers designed in chapter 3. The simple form of the controllers will be
used, i.e. we will assume that the optimal temperature distribution is the
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safe temperature threshold, as calculating the primal-dual controller from
chapter 4 is a computationally heavy task. For clarity we repeat the integral
controllers here

d

dt
Tsup(t) = 1TATZ(Tout(t)− Tsafe), (5.2)

d

dt
D(t) = (

11T

n
− In)(M

−1W )TZ(Tout(t)− Tsafe). (5.3)

The control input calculated by the controllers cannot be implemented
directly in the data center. Therefore the calculated inputs will be used as
a setpoint by the other parts. A local (internal) CRAC controller will steer
the CRAC supply temperature slowly to the calculated Tsup. The job dispa-
tcher will assign jobs to the unit which shows the largest deviation from the
calculated workload distribution, D.

Since we use the simple form of the integral controllers, the controllers
only work for the operation range where the optimal temperature distribu-
tion is equal to the safe temperature threshold. The exact range depends on
the values of the parameters of the data center, e.g. power consumption of
servers, and recirculation flow. For our set of parameters the safe tempera-
ture threshold is optimal for workload levels between 10− 55% of the total
data center computing capacity. Whenever higher load levels are applied in
the data center, the integral controllers will be disabled. At first sight this li-
mited operating rangemight seem restrictive, however in real life data center
operations the workload levels are very often around 30% in order to have
enough spare capacity when equipment fails, or there is a temporary load
spike. Therefore the simulation results will still be very relevant for real-life
operations.

5.2.5 Advanced Power Management

Anadvancedpowermanagement strategy outlines a global directive to achieve
certain energy saving goals during operation. Every r seconds, certain per-
formancemetrics are evaluated, then according to the specifics of the chosen
power management strategy a number of servers that could switch global
power states is computed. To formalize this description we define a power



5.2. Model integration 87

management strategy Θ by the 3-tuple (Postema and Haverkort, 2017)

Θ = (G,ΦS ,ΦC(s)). (5.4)

HereG is a vector containing all possible global power states, the vectorΦS
contains the constraints on the global power levels, and the vector ΦC(s)
contains the constraints on each server s that is appointed to switch global
power state.

In our strategy there are three possible global power states, Asleep (as),
On (on), and Off (of), denoted by G = (as, on, of). Furthermore there are
eight server power states: asleep (as), waking (wk), processing (pc), booting
(bt), sleeping (sl), idle (id), suspending (su), and off (of), denoted by k =(as,
wk, pc, bt, sl, id, su, of). The server power states are visualized in Figure 5.4.
The metrics used in this power management strategy are calculated in two
possible ways, either using exponentially moving averages (eavg) or by in-
stantaneous (ins) calculation, denoted by γ = (eavg, ins). The metrics used
in our strategy are various observable quantities related to the performance
and current state of the servers and data center, and are denoted as

RT(γ) is the response time, a measure of performance that indicates the
total time a job takes from start to end of execution,

PU(k, γ) is the percentage of time that servers spend in global power state
k,

PS(s) is the current server power state of server s,

TO(s, k) is the time server s spends in server power state k,

RSLA is the average response time threshold as specified by the Service-
Level Agreements (SLAs), a service demand required by data center
customers.
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Now that the metrics have been defined, we can set up the constraints,
ΦS and ΦC(s), that define power management strategy Θ:

ΦS =



ϕon
S := RT(eavg) > 0.75 · RSLA

ϕas
S := (RT(eavg) ≤ 0.75 · RSLA)

∧ (PU(id, ins) ≥ 0.3)

ϕ
of
S := (PU(id, ins) ≥ 0.3)

∧ (PU(of, ins) ≤ 0.3)
∧ (PU(bt, ins) ≤ 0.05)

 , (5.5a)

ΦC(s) =


ϕas
C (s) := PS(s) = id

ϕon
C (s) := (PS(s) = sl ∨ PS(s) = of )

∧ (¬(PU(as, ins) ≥ 0.0)
∧ (PS(s) = as))

ϕ
of
C (s) := TO(s, as) ≥ 100.0

 . (5.5b)

Our strategy requires the data center to be able to observe the (expo-
nentially moving average) response times and the (current) utilization. If
the exponentially moving average response times are more than 75% of the
threshold described in the Service-Level Agreement, then additional servers
need to switch to global power state On. Conversely, when the exponenti-
ally moving average response times are below the 75% threshold, then ser-
vers can move to the global power state Asleep. Here we require that at least
30% of the server remain idle; this ensures that enough servers are active
to process the current workload and ensure sufficient capacity to be able to
(de)activate servers. Also for servers to be switched off, less than 30 % of
the total amount of servers need to be switched off and less than 5% of the
servers must be in the booting state, in order to prevent overly active power
state switching.

Secondly a server can only move to the Asleep global power state if the
server is currently idle. Servers which have then been in the Asleep global
power state for a duration of at least 100 s can be shut down. Lastly, a server
can only be switched on if it is currently in the sleeping (sl) or the off (of)
power state. However, to remain efficient a server can only be woken from
the global Off power state if no server can be woken from the global Asleep
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Figure .: The AnyLogic dashboard

power state.

5.2.6 General overview of the DaCSim simulator

In (Postema andHaverkort, 2015), a simulation framework has been propo-
sed that allows for analysing the trade-offs between power consumption and
performance in data centers. The aim of this framework is understanding
ways to save energy via power management using the power and perfor-
mance models from subsection 5.2.3. A copy of the source code of theData
center Simulation Framework (also known as DaCSim) is publicly accessible
via a GitHub repository (Postema, 2013).

An image of the simulation dashboard is given in Figure 5.5. The fra-
mework is developed in AnyLogic and allows for easy implementation of
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combinations of discrete-event and agent-based models. The framework fe-
atures an intuitive dashboard that actively controls and obtains insights du-
ring each simulation run. Transient and steady-state behavior can be ana-
lyzed for (i) power-state utilization, (ii) response times and (iii) power con-
sumption. At the end of each simulation run, relevant data is exported for
optional post-processing and more extensive analysis.

For the purpose of integrating the thermal-aware models in DaCSim,
the matrix library EJML (Abeles, 2017) is included to handle the differential
equations. A module is set up that allows for (i) all the computations related
to the thermal-aware models, (ii) transient analysis of the computed values
during a simulation run and (iii) full logs of all the computed values.

5.3 Model Parameters and Output

5.3.1 Job and Data center Characteristics

Similar as in earlier simulations, the data center in this simulation consists of
30 Dell PowerEdge 1855 server racks, i.e. units in Figure 5.2. Each unit has
10 dual-processor blade servers, i.e. a total of 20 CPU cores per unit. The
base power consumption of a server in an idle state isR[id] = 172.8W. The
power consumption of each active CPU core is wi = 145.5W (Tang et al.,
2006b). The power consumption of server s in the sleep or off power states
is respectively R[as] = 14W and R[of] = 0W (Gandhi et al., 2013). The
power consumption of all other power states R[wk], R[sl], R[bt] and R[su]
for global power state switching are regarded as if all CPUs in the server are
in use.

The global power state switching time is distributed deterministically
with mean 1/αwk = 1/αsl = 0.1 (10 s) and 1/αbt = 1/αsu = 0.01 (100 s).
The coefficients of the cascade model are taken from (Postema and Haver-
kort, 2015).

The data center parameters were obtained from measurements by Vasic
et al. (Vasic, Scherer, and Schott, 2010) at the IBM Zurich Research Labora-
tory. The safe temperature threshold for the units is set at 30 ◦C. The initial
temperature distribution of the units is set to 27.5 ◦C for all units.
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Jobs arriving at the data center are characterized by HTTP requests. The
inter-arrival times and service times distributions in the model are calibra-
ted with two data sets of HTTP requests from a real data center, with each
set having a duration of about 21 days (about 27.2 million entries), using a
fitting algorithm in cooperation with Better.be. These distributions are ex-
ponential with a rate λ that is proportional to the desired workload in the
case of the inter-arrival time, and a mixture of normal distributions with an
average service time of about 107ms in the case of the service times. The
Service-Level Agreement (SLA) requires response times of HTTP requests
to be below 1 s and an average response time of 300ms.

5.3.2 Simulation Settings

Time units are set to seconds. The duration of the simulation was 3600 se-
conds. The warmup period for the system to adapt to the initial transient
phase (e.g. sleeping the right number of servers) has been set to 1000 se-
conds. All simulations have been performed on a machine equipped with a
2.70 GHz Intelr Core™ i7-4800MQ CPU, 8 GB of RAM and Windows 
64-bit with AnyLogic v8.1.0. The execution time of a single simulation run
was between approximately 1 minute for the lowest workload and approx-
imately 30 minutes for the highest workload. Results required a total of 40
simulation runs.

5.4 Case studies

To study the impact of each control strategy on energy, performance and
thermal measures, we have devised four different control scenarios in a rea-
listic data center setting. In Table 5.1 an overview of the different scenarios
is given.

In the base case scenario (Scenario I), no advanced control mechanics
are applied, i.e., there is no feedback in control decisions. This scenario re-
presents current day heuristics in many data centers. In this scenario, basic
control of the data center is applied at two levels, namely (i) cooling, (ii) job
scheduling. The supply temperature of the cooled air of the CRAC is con-
trolled in a way that keeps the temperature of the units below a certain safe
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Scenario Scheduler Cooling PM Strategy
I: Base Case RR-RR Static Always On
II: Advanced Cooling TA-RR Dynamic Always On
III: Advanced PM RR-RR Static Strategy Θ
IV: Combined TA-RR Dynamic Strategy Θ

Table .: Overview of the four scenarios

threshold. If the maximum unit temperature is above the safe threshold,
then the supply temperature will decrease, otherwise it will increase. Jobs
arriving at the data center are scheduled in round-robin fashion to the units.
The powermanagement strategy is inactive, i.e., all servers are always turned
on.

In the advanced cooling strategy scenario (Scenario II), only advanced
cooling control is applied, there is no active power management, i.e. servers
are always turned on. Controllers (5.2) and (5.3) are applied according to the
steps described in subsection 5.2.4. This control is tested up to and including
a workload of 50% of the total data center workload capacity.

In the advanced power management strategy scenario (Scenario III),
cooling control and job distribution are the same as in the base case, whe-
reas advanced power management strategy (5.5) is applied as specified in
subsection 5.2.5.

The combined cooling and power management strategy scenario (Sce-
nario IV) allows for the investigation of a combination of both advanced
power management strategies and advanced thermal-aware control. In this
scenario, global power states are switched according to strategy (5.5) for
energy-efficiency, and the job dispatcher follows the set point of the job dis-
tribution using controllers (3.27) and (3.28) for thermal-efficiency. Same as
in Scenario II, advanced cooling control is applied up toworkloads of 50%of
the total data center capacity. For workloads higher than 50%, this scenario
is identical to Scenario III.
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Figure .: Total expected energy consumed by the data center for the four sce-
narios with varying workloads from 0% to 90% of the total data center capacity in

increments of 10%.

Figure .: Mean response time for the four scenarioswith varyingworkloads from
10% to 90% of the total data center capacity in increments of 10%.
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Figure .: The temperature difference between the average maximum and mini-
mum temperature for the four scenarios with varying workloads from 0% to 90%

of the total data center capacity in increments of 10%.

5.5 Results

5.5.1 Energy

The total expected energy consumption E[E] of the data center for the full
duration of the simulation is plotted in Figure 5.6 for all the scenarios, with
different utilization levels varying from 0% to 90% with increments of 10%.
Note that with a processing utilization of 100% the system would become
unstable.

First, it is observed from Figure 5.6 that the higher the utilization level
becomes, the greater the energy reduction of the advanced cooling strategy
becomes with respect to the base case. Secondly, a large energy reduction
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is observed at lower utilization levels when only advanced power manage-
ment is applied. However, the best energy savings for all utilization levels
are obtained when the two control approaches are combined as in Scenario
IV. At higher utilization levels, our strategies have almost no room to control
anything, and therefore no significant energy savings are observed.

5.5.2 Performance

For each of the simulation runs, the Service-Level-Agreement violations are
recorded as a percentage of the overall number of jobs. The percentage of
SLA violations for all processing utilizations has been 0% with an outlier
of 0.011% at 90% processing utilization due to the stochastic nature of the
simulation.

Figure 5.7 shows the mean response times for the four scenarios with
varying workload levels from 10% to 90%. The 0% case is skipped as there
are no jobs arriving in the system in this case. The figure shows an increase
of at most 100ms in the average response times for all scenarios. It is seen
that distributing jobs in a thermal-aware fashion gives rise to a slight incre-
ase in response times, with the biggest impact seen at 50% utilization. The
SLA requirements are still met however, because response times should be
at most 1 s and the average response time should not exceed 300ms. So, the
overall performance is maintained while energy is being saved.

5.5.3 Thermodynamics

In order to plot the temperature data in an understandable way, the spread in
temperatures among the units is studied. To do this, the difference between
the average maximum and minimum unit temperature over the full simula-
tion run is calculated for all simulation runs. This temperature difference is
plotted in Figure 5.8.

Comparing the temperature differences of Scenario I with Scenario II,
we see that the advanced cooling strategy results in a very balanced tem-
perature profile among the units. This is the reason for the energy savings
between the two scenarios, observed in Figure 5.6. When comparing the
temperature differences between Scenario III and Scenario IV, we again see
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large improvements in favour of the combined case, where advanced cooling
is applied. Same as before, this smaller spread results in less energy consu-
med.

Note that in the case of 0% workload, not much interesting can be done
as there are no jobs available for redistribution. Also in the case of 10% wor-
kload it is seen that Scenario IV has an increased spread compared to Sce-
nario III. However when considering all units, less heat is generated overall,
as can be deduced from Figure 5.6 from the lower energy consumption of
Scenario IV in this case.

5.6 Conclusions

In order to analyze a potential power-, performance- and thermal-aware
data center, thermodynamical models have successfully been integrated in
an existing extensive simulation framework with power and performance
models. Moreover, advanced energy-aware control strategies are studied in
a realistic simulation setting. Energy consumption, performance and ther-
modynamics are analyzed in four scenarios where different control strate-
gies are applied. From the simulation runs we see that combining thermal-
aware control strategieswith power- andperformance-aware strategies yields
the best energy savings without suffering any SLA violations. Furthermore
it is seen that the thermal-aware controller successfully balances output tem-
peratures of the units.

Futurework includes studying the combined controllers for all workload
levels and studying different ways of combining power- and performance-
aware controllers with thermal-aware controllers. Also, current analysis can
be extended by studying the transient phases as a consequence of fluctuating
workload conditions.



CHAPTER 6

Characterizing heat recirculation parameters in
data centers

abstract

Knowledge of the thermodynamics is vital for the correct operation of
the controllers presented in this work. The thermodynamics are cha-
racterized by a static mapping of the airflow within the data center.
To allow portability of the thermal-aware controllers between different
data centers it is important to have methods to reconstruct these system
parameters from easy-to-perform measurements. Subspace identifica-
tion methods allow for such easy characterization, independent of the
specific data center context, allowing any data center operator to im-
plement these algorithms. We show that for our data center context we
are able to identify the recirculation parameters with a 2-norm error of
the order of 10−7.

6.1 Introduction

The thermodynamical models rely heavily on the knowledge of the way the
heat recirculates among the units in the data center. So far in this thesis we
have shown that if the characterization of this recirculation is known, then
it is possible to apply thermodynamical measures in order to save energy in
the cooling system. In this chapterwewill focus on developing away for data
center operators to obtain the parameters associated to the recirculation via
easy-to-perform experiments that are independent of specific data center
layouts.
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From chapter 2 we have that the thermodynamics in a data center can
be modeled as

d

dt
Tout(t) = ρcpM

−1(ΓT − In)F︸ ︷︷ ︸
A

(Tout(t)−1Tsup(t))+M−1P (t). (6.1)

The system parameters, or air recirculation parameters, are represented
in these dynamics by the matrix Γ ∈ Rn×n = [γij ]. Each element γij repre-
sents the proportion of heat flowing from unit i to unit j. As such there are
n2 elements that are unknown for n equations in total. In order to identify
these parameters we turn to the field of system identification, and subspace
identification in particular.

Subspace identificationmethods are very attractive for identifyingMIMO
systems due to their simple and general parametrization. They are especi-
ally attractive compared to other input-output systems as there is no linear
input-output parametrization that is general enough for all linear MIMO
systems, see (Katayama, 2006). The main benefits of subspace identification
methods can be summarized by three key points: (Van Overschee and De
Moor, 2012)

Parametrization Subspace identification methods require very little user-
specified parametrization from the user because it makes use of state
space model. This makes that there is no difference in complexity be-
tween SISO and MIMO systems. The models only require the order
of the model to be user-specified, which can be determined from in-
spection of certain singular values.

Convergence When implemented correctly, subspace identification algo-
rithms are very fast, despite the fact that they use QR and singular
value decompositions. Since these methods are not iterative, there are
no convergence problems, and numerical robustness is guaranteed.

Model reduction Whenapplying subspace identificationmethods, it is pos-
sible to directly obtain a reduced model from input-output data, wit-
hout having to compute the higher order model first.
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The downside of using subspace identification methods is that they re-
quire a lot of input-output data samples due to the statistical properties of
the geometrical methods involved. However in the data center setting this
isn’t a major hurdle since data centers come equipped with a lot of sensors
for tracking a plethora of operationalmetrics. Therefore it is straightforward
to design experiment runs, that can readily be run by data center operators
in order to identify the missing recirculation parameters.

While there are many different types of models, such as canonical vari-
ate analysis (CVA) (Larimore, 1990), N4SID (Van Overschee and De Moor,
1994), subspace splitting (Jansson and Wahlberg, 1996), MOESP (Verha-
egen and Dewilde, 1992), and others (Rao and Unbehauen, 2006), in this
chapter we will focus on the numerical N4SID methods described in detail
in (Van Overschee and De Moor, 2012).

The remainder of this chapter is organized as follows: in section 6.2
the current system is rewritten to a discretized system. Next, the subspace
identification method is explained in detail, section 6.3, after which the al-
gorithm to identify the parameters of interest is summarized, section 6.4.
Lastly a possible experiment design is discussed in section 6.5, and the si-
mulated identification run on our specific data center setting is covered in
section 6.6.

6.2 Discretized state space model

The subspace identification method described in (Van Overschee and De
Moor, 2012) is restricted to a discrete time, linear, time-invariant, state-space
model. In our work we have a continuous time, linear, time-invariant, state-
spacemodel, therefore we have to discretize the dynamics used in this thesis,
which we will do in this section.

Before we can rewrite the dynamics in state space form, we will sim-
plify the dynamics in order to simplify the identification process. In order
to identify the recirculation parameters we need to measure the tempera-
ture change due to heat added to the data center, i.e. work processes by the
units. Since the supply temperature does not affect single units, but the data
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center as a whole, any changes made to the supply temperature will not pro-
vide insights in the recirculation of the air flows. Therefore we will assume
that the supply temperature of the CRAC unit remains constant during the
identification run, effectively removing one of the inputs.

Assumption 6.1. Thesupply temperature, Tsup, remains constant during the
identification run.

By taking the supply temperature constant, it can be combined in the
state giving the new state variable x(t) ∆

=: Tout(t)−1Tsup. For the new state
variable it holds that ẋ(t) = Ṫout(t), so that the new dynamics are still the
desired dynamics. In state space form the data center thermodynamics are
then given by

ẋ(t) = Ax(t) +Bu(t), (6.2a)
y(t) = Cx(t), (6.2b)

where

x(t) = Tout(t)− 1Tsup,

A = ρcpM
−1(ΓT − In)F,

B = M−1,

u(t) = P (t) = V +WD(t),

C = In.

Recall from Property 2.1 that system matrix A is Hurwitz and therefore
invertible. The next step is to discretize the system. We start by solving
system (6.2) and then characterizing the solution at time t+ dt. For discre-
tization purposes the input is considered to be a piece-wise constant signal,
being constant during each time interval.

Assumption 6.2. The input u(t) is a piecewise constant signal, i.e. during
each time interval [t, t+ dt), where t ∈ {0, dt, 2dt, . . . }, the input is given
by u(t).
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The general solution to system (6.2) is given by

x(t) = eAtx0 +

∫ t

0
eA(t−τ)Bu(τ)dτ. (6.3)

Starting at time-step t, combined with Assumption 6.2, the solution at
time-step t+ dt is given by

x(t+ dt) = eAdtx(t) +

∫ t+dt

t
eA(t+dt−τ)dτBu(t)

= eAdtx(t) +
[
−A−1eA(t+dt−τ)

]t+dt

t
Bu(t)

= eAdt︸︷︷︸
Ã

x(t) +A−1
(
eAdt − In

)
B︸ ︷︷ ︸

B̃

u(t),

where the second step is possible as A is Hurwitz and therefore invertible
in this case. Having found the dependency of the value x(t + dt) on x(t)
we can finish the discretization: Each time-step is taken of equal length dt,
furthermore if we have k ∈ {0, 1, 2, . . . } such that x(k = 0) coincides
with x0, x(k = 1) coincides with x(dt), x(k = 2) = x(2dt), etc., then the
discretized state space is given by

x(k + 1) = Ãx(k) + B̃u(k), (6.4a)

y(k) = C̃x(k), (6.4b)

where

Ã = eAdt,

B̃ = A−1
(
eAdt − In

)
B,

C̃ = C.

System (6.4) is the system we will identify. The recirculation parameters
can then be found by finding A from Ã via the relation above.
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6.3 Subspace identification method

In this section we will explain the subspace identification method which is
used for identification. We will treat our system as being completely deter-
ministic, i.e. there is no measurement noise nor process noise in the system.
It is possible to extend the algorithm to include these noises however this
falls outside the scope of this thesis. In original system, (6.2), only the sy-
stem matrix A is unknown, while the other system matrices are all known.
Therefore the identification method will focus on finding Ã. To start we will
formalize the problem statement

Problem 6.1. Given s measurements of the output, the temperature of the
units Tout ∈ Rn, and the input, the applied workload distribution D ∈ Rn,
generated by system (6.4) of order n, determine the system matrix Ã ∈
Rn×n (up to within a similarity transformation). Afterwards determine the
air recirculation parameters from Ã.

6.3.1 Theoretical background

Thenotation in the method can become a bit involved, therefore in this sub-
section some notation will be introduced.

Block Hankel matrices and state sequences

Block Hankel matrices play an important role in subspace identification.
Both input and output block Hankel matrices can be determined from the
input-output data. The block matrices are divided in two equal parts of i
block rows that are somewhat loosely called past and future. Input block
Hankel matrices are defined as:
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U0|2i−1
∆
=:



u0 u1 u2 · · · uj−1

u1 u2 u3 · · · uj
· · · · · · · · · · · · · · ·
ui−1 ui ui+1 · · · ui+j−2

ui ui+1 ui+2 · · · ui+j−1

ui+1 ui+2 ui+3 · · · ui+j

· · · · · · · · · · · · · · ·
u2i−1 u2i u2i+1 · · · u2i+j−2



i

i

j

”past”

”future”

(6.5a)

∆
=:

[
U0|i−1

Ui|2i−1

]
∆
=:

[
Up

Uf

]
, (6.5b)

U+
0|2i−1

∆
=:



u0 u1 u2 · · · uj−1

u1 u2 u3 · · · uj
· · · · · · · · · · · · · · ·
ui−1 ui ui+1 · · · ui+j−2

ui ui+1 ui+2 · · · ui+j−1

ui+1 ui+2 ui+3 · · · ui+j

· · · · · · · · · · · · · · ·
u2i−1 u2i u2i+1 · · · u2i+j−2


i+ 1

i− 1

j

”past”

”future”

(6.5c)

∆
=:

[
U0|i

Ui+1|2i−1

]
∆
=:

[
U+
p

U−
f

]
. (6.5d)

The difference between the matrices is the point where the past input ends
and the future input starts. Furthermore:

• The horizontal line in the matrices is for visual guidance and only in-
dicates the partitioning of the matrix.

• The subscript of U0|2i−1, U0|i−1, etc., indicates the first and last ele-
ment respectively of the first column of the chosen partitioning. The
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subscript p stands for past, and the subscript f stand for future. Las-
tly the superscripts+ and−, indicate that a partitioning contains one
row extra or less than i rows.

• The number of block rows (i) is a user-defined index which is large
enough, i.e. it should be at least larger than the maximum order of
the system that is identified. Technically the number of block rows
should only be larger than the largest observability index, however
generally this index is unknown so it is safest to assume i > n. Note
that each block row contains n (number of inputs) rows, therefore the
Hankel block matrix, U0|2i−1, contains 2ni rows.

• The number of columns (j) is typically equal to s − 2i + 1, which
implies that all given data samples are used.

• Note again that the definition of past and future inputs is quite loose
as both Up and U+

p are denoted by ”past inputs”. The loose definition
however helps in explaining concepts in a more intuitive way.

The output Hankel blockmatrices, Y0|2i−1, Y
+
0|2i−1, Yp, Y

+
p , Yf , Y

−
f , are de-

fined in the same way as the input Hankel block matrices. Following the
notation of (Willems, 1986a; Willems, 1986b; Willems, 1987), we define
the block Hankel matrices that combine past inputs and past outputs as
W0|i−1

∆
=: Wp and W0|i

∆
=: W+

p

Wp =

[
Up

Yp

]
, W+

p =

[
U+
p

Y +
p

]
. (6.6)

State sequences play an important role in the derivation and interpreta-
tion of subspace identification algorithms. A state sequence is a collection
of the state values starting at time-step i up to time-step i + j − 1. A state
sequence is defined as

Xi
∆
=:

[
xi xi+1 · · · xi+j−2 xi+j−1

]
∈ Rn×j , (6.7)
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where i denotes the first element of the state sequence. Analogous as before
we define past and future state sequence by Xp and Xf respectively

Xp = X0, Xf = Xi, (6.8)

where X0 starts at element x0 and ends at element xj−1.

Observability matrix

The subspace identification method used here makes use of observability
and controllability matrices and of their structure. For the implementation
needed in this work, we only require the observability matrix. The extended
observability matrix W i

o with i > n denoting the number of block rows is
defined as:

W i
o :=


C̃

C̃Ã
...

C̃Ãi−1

 ∈ Rni×n. (6.9)

Here it is assumed that the pair {Ã, C̃} is observable, which implies that the
rank of the observability matrix is equal to n.

Covariance matrix

The covariance matrix Φ[A,B] between two matrices A ∈ Rm×j and B ∈
Rm×j is defined as

Φ[A,B]
∆
=: lim

j→∞

1

j
(ABT ) (6.10)

6.3.2 Main theorem

Now that we have introduced some notation we can explain the main the-
orem behind subspace identification. The main theorem uses the notion of
persistency of excitation. In the theorem the definition of (Ljung, 1987) is
adopted:
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Definition 6.1 (Persistency of excitation). The input sequence uk ∈ Rn is
persistently exciting of order 2i if the input covariancematrixΦ[U0|2i−1,U0|2i−1]

has full rank, that is a rank of 2ni.

Theorem 6.1. Under the assumptions that

1. The input uk is persistently exciting of order 2i, see Definition 6.1.

2. The intersection of the row space of Uf (the future inputs) and the row
space ofXp (the past states) is empty.

3. The user-defined weighting matrices W1 ∈ Rni×ni and W2 ∈ Rj×j

are chosen such that W1 is of full rank and W2 satisfies: rank(Wp) =
rank(WpW2), whereWp is the block Hankel matrix in (6.6) containing
the past inputs and past outputs.

And with the oblique projection,Oi, defined as

Oi
∆
=: Yf/

Uf
Wp, (6.11)

and the singular value decomposition

W1OiW2 =
[
U1 U2

] [S1 0
0 0

] [
V T
1

V T
2

]
(6.12)

= U1S1V
T
1 , (6.13)

we have that

1. The matrixOi is equal to the product of the extended observability ma-
trix and the states

Oi = W i
oXf . (6.14)

2. The order of system (6.4) is equal to the number of singular values in
(6.12) different from zero.

3. The extended observability matrixW i
o is equal to

W i
o = W−1

1 U1S
1/2
1 T, (6.15)
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where T ∈ Rn×n an arbitrary non-singular similarity transformation.

4. The part of the state sequence Xf that lies in the column space of W2

can be recovered from

XfW2 = T−1S
1/2
1 V T

1 . (6.16)

5. The state sequenceXf is equal to

Xf = W i
o
†Oi, (6.17)

where † denotes the Moore-Penrose pseudo-inverse.

The theorem introduces two user-specified weighting matrices W1 and
W2. The specific choice for weighting matrices W1 and W2 will determine
the state space basis in which the identified model will be identified. The
deeper meaning of these matrices and why they are introduced becomes
clear in extensions of the identification method for combined stochastic-
deterministic systems, however this is beyond the scope of this thesis. The
interested reader is referred to (Van Overschee and De Moor, 2012, Chapter
5). Furthermore the identified statematriceswill be correct up to a similarity
transformation to the original system matrices. The similarity transforma-
tion is given by

Ãid = T−1ÃT, B̃id = T−1B̃, C̃id = C̃T (6.18)

In our case we have that C̃ = In, such that we immediately know the si-
milarity transformation after having found C̃id. Therefore in our case it is
possible to obtain the original state matrices.

The theorem also introduces the oblique projection. The oblique pro-
jection is a decomposition of one matrix in linear combinations of two non-
orthogonalmatrices and the orthogonal complement of thosematrices. Writ-
ten out in full, the oblique projection is given by

Oi = Yf (I − UT
f (UfU

T
f )

†Uf )(Wp(I − UT
f (UfU

T
f )

†Uf ))
†Wp (6.19)
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Theproof of this theorem is omitted here and can be found in (VanOver-
schee and De Moor, 2012, Section 2.3).

6.4 Subspace identification algorithm

From Theorem 6.1 it is possible to design two methods for identifying the
desired system parameters. Below we will summarize the algorithm which
has been implemented. For the thermodynamical system considered here, it
is only necessary to find the systemmatrix, Ã and C̃ , therefore this algorithm
was most suitable.

The algorithm consists of 6 steps:

1. Calculate the oblique projection:

Oi = Yf/
Uf
Wp.

2. Calculate the singular value decomposition of the weighted oblique
projection:

W1OiW2 = USV T .

3. Determine the order of the system by inspecting the singular values
in S and partition the singular value decomposition accordingly to
obtain U1, U2, and S1.

4. Determine W i
o as

W i
o = W−1

1 U1S
1/2
1

5. Determine Ãid from W i
o as Ãid = W i

o
†
W i

o . Find C̃id = T from the
first n rows ofW i

o , and use T to transform the system to the exact state
matrices.

6. Find A from Ã as A = log Ã
dt , where log Ã denotes the matrix loga-

rithm.

The weighting matrices W1 and W2 are chosen here as identity matrices of
appropriate dimensions.
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6.5 Identification experiment

The thermodynamical system consists of two sets of inputs, the supply tem-
perature and the workload distribution among the units, and one set of out-
puts, the unit temperature. In our setting we are able to observe the tempe-
rature of all the units, i.e. output matrixC = In. Secondly, in section 6.2 we
have assumed that the supply temperature remains constant. Changing the
supply temperature would affect all the units equally, therefore any changes
made to this input will not result in any helpful insights. As such the only
requirement is to design a proper workload input.

Following Theorem 6.1, the input should be persistently exciting, there-
fore the input sequence should be chosen carefully. A constant input during
the whole experiment run will result in a non full rank input covariancema-
trix, invalidating Theorem 6.1. By varying the workload input randomly at
each time-step it is possible to ensure a full rank input covariancematrix ho-
wever. This randomness is achievable by applying a workload trace of many
small, short tasks. This will result in a randomly varying workload trace,
fulfilling the theorem requirement.

6.6 Simulations

The workload input for the identification run in this chapter is initialized
by a random, uniform distribution between 50-75% of each unit’s compu-
tational capacity. At each time-step the workload of each unit is increased
or decreased by a random amount following a uniform distribution with
mean 0. As a result the total load applied during the identification run stays
roughly around 62% of the total computational capacity, see Figure 6.1.

The supply temperature is kept at 9◦C in order to keep the units be-
low the safe temperature threshold of 30◦C. The temperature of each unit
is initialized at 27◦C. The temperature of the units is depicted in Figure 6.2.
Finally the workload distribution among the units is depicted in Figure 6.3.
The load on each unit is varying slightly around 50%−75%of the units total
computational capacity (20 CPU’s available).
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Figure .: The total workload applied in the data center. It stays roughly around
62% of the total data center computational capacity.
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Figure .: Temperature change of the units during identification run.
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Figure .: The workload distribution among the units. The vary slowly but rand-
omly around 10-15 CPU’s, 50-75% of the total unit computational capacity.
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Following the algorithm described in section 6.4 the recirculation para-
meters of the system are identified. The success of the algorithm is calculated
with the 2-norm of the error between the identified recirculation parame-
ters and the original recirculation parameters. The 2-norm of the error is
in the order of 10−7 so we can conclude that the subspace identification is
indeed successfully identifying the recirculation parameters.

6.7 Conclusion

A subspace identification algorithm following the design of (Van Overschee
andDeMoor, 2012) is implemented in a data center setting in order to iden-
tify the heat recirculation parameters, that are crucial for implementing the
controllers presented in this thesis. The subspace identification algorithm
provided a very accurate estimate of the parameters with a 2-norm of the
error in the order of 10−7. The identification run itself is easy to implement
and is independent from the context of the specific data center, making the
procedure very easy to adopt by any data center operator interested in im-
plementing the results of this thesis.

The algorithm presented here works for deterministic systems, however
it is possible to extend the identification to include measurement noise, see
(Van Overschee and De Moor, 2012). This is an interesting extension as in
most real-life application there is always some measurement noise.





CHAPTER 7

Conclusions and future work

The online world is nowadays more than ever a vital part of our cur-
rent society. Online data usage, cloud storage, and internet interactions are
mostly done via (big) data centers, clusters of computer, server, and net-
working systems and components. The data centers are growing ever bigger
and accompanied with this growth is an ever increasing power hunger. Al-
ready from the early days, about 15-20 years ago, scientists have worked on
improving data centers, both by reducing energy consumption as by impro-
ving data center layouts and computing equipment. The work in this thesis
tries to add to the field by bringing a theoretic understanding in an other-
wise very practical oriented field. The main question addressed here: How
can we apply control engineering techniques in a data center context in
order to reduce the energy consumption of the data centers.

Energy reduction can be achieved in multiple ways, (1) by server conso-
lidation, trying to run the same workload on less equipment, (2) by power
management techniques, switching servers to low power consumingmodes,
or adjusting CPU frequency, or (3) by applying advanced cooling strategies,
dividing workload among servers in order to equalize the thermal load, or
more physical techniques such as optimizing the data center layout in order
to improve thermal flows. In this work we contribute to the existing work by
developing a theoretical framework fromwhich we can design techniques to
better equalize thermal load.

In section 7.1 we will present the conclusions of each chapter and in
section 7.2 we will suggest some possible extensions to the current work.
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7.1 Conclusions

The thesis starts in chapter 2 by constructing a thermodynamical model
which relates two inputs, (1) the temperature setpoint of the cold air exi-
ting the cooling equipment, and (2) the assigned workload of each unit, to
the output, i.e. the temperature change of that unit. Data center equipment
is usually air-cooled via big air conditioning units (CRAC’s). The key part
of the model is the thermodynamical unbalance which is created due to the
air flows. Because air flows are typically very complex, the cold air doesn’t
reach each unit in equal amounts, furthermore the hot exhaust air cannot be
fully extracted which leads to heat leakages, ”air recirculation”, among the
units. Furthermore the model relates the temperature of the units to the po-
wer consumption of the cooling equipment such that it is possible to relate
the temperature change to a change in power consumption.

With the model ready we set up an optimization problem in order to
tackle the main research question. In chapter 3 a static optimization pro-
blem is formulated which minimizes the energy consumption subject to
physical constraints, such as a maximum allowable unit temperature, com-
putational capacity of the equipment, and thermal equilibrium at the opti-
mal solution. The optimization problem itself is non-convex which is why,
under some mild assumptions, the problem is rewritten as a linear optimi-
zation problem. Via the Karush-Kuhn-Tucker conditions it is possible to
characterize the optimal solution exactly.

Two operating scenarios are described in the chapter: (1) themost com-
mon scenario, all the units have been assigned some jobs but are not maxi-
mally loaded, and (2) a scenario whichmight happen in certain cases, where
some racks have been maximally loaded while the others are not but have
some work assigned to them. Which one of these scenarios happens de-
pends on the total load present in the data center, but in most current data
center the default operational condition will be scenario (1). Coincidentally
the optimal solution is easiest in this scenario and, as long as you stay within
the correct operating range, independent on the exact total workload in the
data center. With this knowledge it is possible to design integral control-
lers that will dynamically adjust the supply temperature and the workload
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division among to units in order to steer the temperature distribution to the
optimal distribution.

The integral controllers designed here only work when the total load is
such that the optimal solution adheres to scenario (1). In order to extend
the controllers to also work for scenario (2) it is necessary to dynamically
calculate the optimal solution such that the optimal temperature setpoint
will adjust to possible changing operating conditions. In chapter 4 we use
a projected dynamical system in order to detect whenever we have hit the
constraint boundary, i.e. computational capacity bound, for some of the
units. We take a primal-dual algorithm which works for strictly convex sy-
stems, adapt it, and proof that it works for linear systems as well. Finally we
interconnect the projected dynamical system with the integral controllers
designed in chapter 3, and simulate the interconnected system. Although
it is not possible (yet) to show theoretically that the interconnected system
is stable, we have shown that in our simulation setting the interconnection
does yield a stable system, i.e. under varying load conditions the primal-dual
algorithm is able to follow the changing optimal setpoint and the integral
controllers are able to drive the temperature distribution to the changing
setpoint.

As stated before there are multiple approaches to reduce the energy con-
sumption of the data center. In the literature, results tend to focus on only
one area at the same time, similar as to howwe only focused on cooling stra-
tegies so far. In chapter 5 a first attempt is made in order to combine advan-
ced cooling strategies with power management strategies in order to further
reduce data center energy consumption. To that end, the integral controllers
developed in chapter 3 have been integrated in a simulation framework de-
veloped elsewhere. In order to study the influence of eachmodeling strategy
on the energy consumption and performance of the data center, four opera-
tional scenarios are studied: (1) the base case, no control strategy is applied,
(2) advanced cooling, only the thermodynamical controllers are applied, (3)
advanced power management, only the power management strategies de-
veloped elsewhere are implemented, (4) combined, here both cooling and
power management strategies are applied simultaneously. We show via si-
mulations that while each strategy has merits on its own, the best results
were obtained by combining both energy reduction techniques. This shows
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that there is promise in further investigation in combining multiple energy
saving techniques in order to achieve the greatest savings.

Finally in chapter 6 we introduce a subspace identification algorithm
that can help identifying the air recirculation parameters, a vital part of the
thermodynamical model. The thermodynamical model is defined by a sta-
tic mapping of the heat recirculation/heat leakages among the units. In or-
der for data center operators to implement our results it is important that
these parameters are known. System identification methods, like subspace
identification, have produced easy-to-implement methods in order to find
these parameters by running simple identification runs. We show that the
2-norm of the error between the recirculation parameters and the identified
parameters is in the order of 10−7.

7.2 Future work

While the results presented in this thesis are promising, the framework is not
finished. However the framework can serve as a starting point upon which
new results can be built. In the following we will suggest several extensions
to the current work.

7.2.1 Power state switching

In the current work it is assumed that the power state of the equipment is
fixed, i.e. fully powered on. However in power management techniques,
energy consumption is reduced by switching the equipment to different po-
wer states given the current operating conditions. In chapter 5we havemade
a first attempt to combine power management techniques with advanced
cooling strategies. The two strategies worked as two separate entities trying
to cooperate to achieve greater energy consumption reduction. It would be
valuable to combine the power state switching into the theoretical model in
order to better understand how this dynamic influences the thermodynami-
cal workload scheduling. This would significantly increase the complexity
of the model as this would introduce a switching dynamic, but could pos-
sibly lead to a better characterization of the optimal operating point, thus
further reducing energy consumption while still ensuring good data center
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performance. The power consumption of the computing equipment is then
given by

P =
∑
i∈G

Pi =
∑
i∈G

∑
j∈G(i)

(vj,i + wj,iDj), (7.1)

whereG is the set that contains all possible power states, vj,i, andwj,i is the
idle power consumption and CPU power consumption respectively of unit
j in power state i, and Dj is the number of jobs assigned to unit j.

In order tomake this work it is necessary to define switching criteria that
dictate when server will switch power state. Furthermore tomake this work,
a notion of data center performance has to be added to themodel, such as job
execution time, SLA violations, or timing requirements. The performance
can then be taken into account in the optimization problem, either as part
of the cost function, or less restrictively as a constraint.

Alternatively for the switched system, the power switching can also be
modeled as a continuous functiondependent onCPU frequency and voltage.
The idea behind this is that CPU frequency and voltage can be adjusted dy-
namically to lower the energy consumption of the CPU at the cost of de-
creased performance. In times of low workload demand, the data center
equipment can then be scaled down in order to reduce the energy bill. These
techniques are already widely used in battery-powered applications and em-
bedded systems under the denominator of dynamic voltage and frequency
scaling (DVFS). The switching power dissipated by a CPU can be approxi-
mated by

PCPU = CV 2Af, (7.2)

where C is the capacitance being switched per clock cycle, V is the supply
voltage, A is the switching activity, i.e. number of switches per clock cycle,
and f is the switching frequency. It is important to note that frequency and
voltage are intimately coupled, i.e. the voltage required for stable operation
is determined by the frequency at which the circuit is clocked. Therefore the
voltage can only be reduced if the frequency is also reduced. Sometimes
researchers simplify the equation by eliminating the voltage dependency
and writing the power consumption of the CPU and other components as a
function of CPU frequency. The power consumption of a unit for processing
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a job is then given by

Pproc = af3 + bf + c, (7.3)

where a, b, and c are constants (Elnozahy, Kistler, and Rajamony, 2002;
Chen et al., 2005; Sarood et al., 2014). With the frequency model for the
power consumption, distinct power states do not exist, rather it is a conti-
nuum of possible states, however dealing with a third-order model has its
own downsides. Still it could be valuable to attempt to incorporate this mo-
del in the existing framework.

All-in-all these extension aim at merging power management techni-
ques with advanced cooling strategies in order to further reduce the energy
consumption of the computational equipment. Which, as we have shown in
chapter 5, seems to be a promising direction.

7.2.2 Power characteristics equipment

We make the assumption in this work that the data center equipment is all
identical. While this is true for the larger data centers, other data centers
might work in situations where equipment variety exists, e.g. two or three
generations or sets of equipment. This variety will add a second factor in
the energy optimization, namely that the specific choice of server to which
a job is assigned, matters. This invalidates the homogeneity assumption and
makes the linearization of the non-convex optimization problem not direct.
A generalization in this direction will increase the utility of the results pre-
sented here greatly.

7.2.3 Integrated PDS-integral control

In chapter 4 we designed a projected dynamical system (PDS) to dynami-
cally find the optimal solution under varying operating conditions. Wewere
not able to show that the interconnection between the PDS-controller and
the integral controller is stable. However in a practical situation it does show
stable behavior. While intuitively this can be argued, a characterization of
the stability is desirable, i.e. if the interconnection is stable in any given
connection or operating condition, or if not, when it is not stable. The proof
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for this could possibly be found by investigating passivity properties of both
systems, or by characterizing the convergence time for both systems indivi-
dually and stating stability conditions based on those convergence times.

7.2.4 System identification

The subspace identification algorithm suggested here, is designed for deter-
ministic systems. Practical systems however will very often be corrupted by
measurement noise, especially a volatile parameter like temperature. Since
algorithmic extensions for including these measurement noises exist, these
extended algorithms could be studied in the data center context.

Secondly, it is assumed that it is possible to measure the temperature of
every unit in the data center, i.e. the output matrix C = In. However, gi-
ven the versatility of subspace identification methods, it might be possible
to reconstruct the air recirculation parameters from less temperature infor-
mation. For example, if a temperature sensor would cover more than one
unit, it is possible to reduce the number of sensors significantly. As a result
the amount of temperature data which needs to be transmitted, stored, and
processed by the data center would reduce significantly.

7.2.5 Time delays

For the results in this thesis it is assumed that the cold air instantly reaches
the server equipment and that there is zero delay. Of course implementing
delays would be more accurate, however a formal investigation of time de-
lays poses significant challenges for the theoretical analysis. Froma technical
viewpoint, onemain difficulty is that the storage functions seem not suitable
any longer and it is not immediate to see how to suitablymodify them. Anot-
her difficulty is that, to the best of our knowledge, there is no clear charac-
terization of how cooling delays actually enter the system dynamics. In the
literature, one can find models describing ”short” (Bash and Forman, 2007)
as well as ”long” (Liu et al., 2009) propagation delays. This makes it hard to
qualitatively value this aspect and, as such, we have decided to neglect this
aspect in our work. Future research can focus on studying the impacts of
these transportation delays on the stability of the suggested controllers.
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Summary

Shortly after the widespread introduction of the world wide web, and
the rise of computing equipment in households and businesses, there has
been a growing desire for more centralized computing centers. As the com-
putational demands of organizations increased, there was a drive to cluster
computational power, in order to reduce maintenance requirements, lower
operational costs, and improve computational capacity. These computatio-
nal clusters, called data centers, have grown to enormous proportions where
nowadays companies like Google, Facebook, and Dropbox base their com-
plete business model on these constructions.

One of the major focus points in operating and maintaining data cen-
ters, is reducing operational costs and in particular reducing the energy con-
sumption. Ever since the early 2000s researchers have picked up on this
topic and suggested many methods to lower energy consumption in diffe-
rent ways. As a result, the growth in energy consumption has slowed down
significantly compared to the steady growth of data centers. However in
the upcoming years the growth in data centers is not going to slow down, as
companies and services are still moving to the cloud enmasse. Therefore it is
ever more important that research is done in ways to improve the efficiency
of data centers and reduce the energy consumption as much as possible.

While there are different ways inwhich it is possible to reduce the energy
consumption, the work in this thesis focuses on thermal-aware strategies.
Computing equipment in data centers produce large amounts of heat, that
needs to be extracted in order to maintain the computing equipment at
acceptable temperature levels. Prolonged operation at higher temperatu-
res than recommended leads to increased equipment failure, which in turn
leads to unacceptable monetary losses. Hence, the goal of thermal-aware
strategies is to improve the efficiency of the cooling equipment, while also
preventing these heat spikes.

In order to understand and study the problem in a fundamental way,
the problem of minimizing energy consumption is cast as an optimization



132 Summary

problem in this work. With this theoretical framework, it is possible to un-
derstand what constitutes an optimal operating point that minimizes the
cooling energy consumption. Furthermore it is shown that it is possible to
design controllers that will automatically steer data center operations to the
optimal operating point, while having limited operational information avai-
lable. One limiting factor to the first control design, is the workable ope-
rating range. In order to extend the usability of the proposed controllers,
a second controller is introduced that dynamically solves the optimization
problem. The two controllers are interconnected, and simulations show the
usability of the new, interconnected controller.

Alternatively it is possible to reduce energy consumption with power-
aware strategies. The focus of these strategies lies on improved powermana-
gement techniques, for example more efficient operational techniques such
that operators can reduce the necessary quantity of servers, or implementing
power state switching that utilizes low-power states of the computing equip-
ment whenever less services are demanded from the data center. Research
results typically focus on only one type of strategy, while further impro-
vements can be obtained by combining multiple techniques. In a simula-
tion study we show the potential benefits to be had by combining theoreti-
cal thermal models with power management techniques in a large simula-
tion framework, as combined thermal- and power-aware strategies yield the
largest reductions in power consumption compared to each strategy indivi-
dually.

Finally the thesis concludes with a system identification study where it
is shown how the thermodynamical model can be reconstructed for any gi-
ven data center. Easy-to-perform experiments are designed from which it is
possible to deduce the thermodynamical structure inside the data center.



Samenvatting

Kort na de wijdverspreide introductie van het ’world wide web’, en de
opmars van computers in alle aspecten van de samenleving, ontstond er een
groeiend verlangen om die rekenkracht te centraliseren. Een data center
is de overkoepelende term voor zo’n rekencluster. De reden dat data cen-
ters steeds meer in trek waren, en nog steeds zijn, is dat het onderhoud van
servers en de bijbehorende infrastructuur efficiënter en goedkoper georga-
niseerd kan worden. Bovendien is het mogelijk om rekenkracht van de ser-
vers beter te benutten in een data center. Tegenwoordig hebben data centers
enorme proporties en baseren bedrijven zoals Google, Facebook, en Drop-
box hun complete zakenmodel op deze constructies.

Een van de kernzaken in het onderhoud en het draaiende houden van
data centers, is het reduceren van de operationele kosten. Met name het
verminderen van het energieverbruik is hierbij belangrijk aangezien dit een
grote kostenpost is. Vandaar dat sinds begin 21ste eeuw veel onderzoek is
gedaan naar verschillendemanieren omdit energieverbruik te verminderen.
Als gevolg hiervan zijn data centers steeds kunnen blijven doorgroeien in
grootte terwijl het totale energieverbruik bijna gelijk is gebleven. Deze groei
zal de komende tijd nog niet stoppen, vandaar dat het noodzakelijk blijft om
op zoek te gaan naar nieuwe manieren om de efficiëntie van data centers te
verbeteren, en om het energieverbruik verder te reduceren.

Hoewel energieverbruik via meerdere manieren gereduceerd kan wor-
den, zijn de resultaten in dit proefschrift gebaseerd op thermisch-bewuste
strategieën. Servers en de bijbehorende infrastructuur genereren veel hitte.
Deze hitte moet vervolgens uit het data center getransporteerd worden om
er voor te zorgen dat de apparaten niet oververhit raken. Langdurige bloot-
stelling aan overmatige hitte leidt namelijk tot een verkorte levensduur van
de servers en daarmee tot onacceptabele kosten. Thermisch-bewuste stra-
tegieën hebben als doel om de efficiëntie van het koelsysteem te verbeteren,
terwijl ze hittepieken moeten voorkomen.
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Om het probleem vanuit een fundamenteel oogpunt te bestuderen en
te begrijpen, wordt het minimaliseren van het energieverbruik opgesteld als
een optimalisatieprobleem. Met dit theoretische kader is het mogelijk om
te begrijpen welke operationele keuzes leiden tot een minimalisatie in ener-
gieverbruik. Daarbij worden regelaars ontworpen die, met beperkte infor-
matie, het data center automatisch richting het optimale operationele punt
sturen. Een beperkende factor in het eerste ontwerp voor de regelaars is een
gelimiteerd werkbereik. Om deze beperking te verhelpen, wordt een tweede
regelaar geïntroduceerd die het optimalisatieprobleem op een dynamische
wijze oplost. Vervolgens worden de twee regelaars gekoppeld en wordt de
werking ervan middels een simulatiestudie geverifieerd.

Een tweedemanier om het energieverbruik te reduceren, is met stroom-
gerichte strategieën. Deze strategieën richten zich op het verbeteren van het
beheer van de servers. Hierdoor wordt het mogelijk om het totaal aantal be-
nodigde servers om dezelfde hoeveelheid werk te verzetten, te verminderen.
Als tweede mogelijkheid proberen ze de verbruikstoestand actief te regule-
ren zodanig dat servers in een lage verbruikstoestand worden gezet ten tijde
van lage vraag. Onderzoek richt zich normaal gesproken enkel op een type
strategie. Echter zijn verdere verbeteringen te behalen door het combineren
meerdere type strategieën. In een uitvoerige simulatiestudie laten we de po-
tentie zien van het combineren van thermisch-bewuste en stroom-gerichte
strategieën.

Dit proefschriftwordt afgerondmet een identificatiestudie naar het ther-
modynamisch model. Hiermee is het mogelijk om de thermodynamische
structuur van de luchtstromen te karakteriseren voor elk data center. Een-
voudig uitvoerbare experimenten worden beschreven waarmee deze identi-
ficatie mogelijk wordt.
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